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Preface

Linear algebra has in recent years become an essential part of the mathematical background required by
mathematicians and mathematics teachers, engineers, computer scientists, physicists, economists, and
statisticians, among others. This requirement reflects the importance and wide applications of the subject
matter.

This book is designed for use as a textbook for a formal course in linear algebra or as a supplement to all
current standard texts. It aims to present an introduction to linear algebra which will be found helpful to all
readers regardless of their fields of specification. More material has been included than can be covered in most
first courses. This has been done to make the book more flexible, to provide a useful book of reference, and to
stimulate further interest in the subject.

Each chapter begins with clear statements of pertinent definitions, principles, and theorems together with
illustrative and other descriptive material. This is followed by graded sets of solved and supplementary
problems. The solved problems serve to illustrate and amplify the theory, and to provide the repetition of basic
principles so vital to effective learning. Numerous proofs, especially those of all essential theorems, are
included among the solved problems. The supplementary problems serve as a complete review of the material
of each chapter.

The first three chapters treat vectors in Euclidean space, matrix algebra, and systems of linear equations.
These chapters provide the motivation and basic computational tools for the abstract investigations of vector
spaces and linear mappings which follow. After chapters on inner product spaces and orthogonality and on
determinants, there is a detailed discussion of eigenvalues and eigenvectors giving conditions for representing
a linear operator by a diagonal matrix. This naturally leads to the study of various canonical forms,
specifically, the triangular, Jordan, and rational canonical forms. Later chapters cover linear functions and
the dual space V*, and bilinear, quadratic, and Hermitian forms. The last chapter treats linear operators on
inner product spaces.

The main changes in the fourth edition have been in the appendices. First of all, we have expanded
Appendix A on the tensor and exterior products of vector spaces where we have now included proofs on the
existence and uniqueness of such products. We also added appendices covering algebraic structures, including
modules, and polynomials over a field. Appendix D, ““Odds and Ends,”” includes the Moore—Penrose
generalized inverse which appears in various applications, such as statistics. There are also many additional
solved and supplementary problems.

Finally, we wish to thank the staff of the McGraw-Hill Schaum’s Outline Series, especially Charles Wall,
for their unfailing cooperation.

SEYMOUR LIPSCHUTZ
MARC LARS LIPSON



This page intentionally left blank



CHAPTER 1

CHAPTER 2

CHAPTER 3

CHAPTER 4

CHAPTER 5

CHAPTER 6

CHAPTER 7

Contents

Vectors in R" and C", Spatial Vectors

1.1 Introduction 1.2 Vectors in R” 1.3 Vector Addition and Scalar Multi-
plication 1.4 Dot (Inner) Product 1.5 Located Vectors, Hyperplanes, Lines,
Curves in R” 1.6 Vectors in R® (Spatial Vectors), ijk Notation 1.7
Complex Numbers 1.8 Vectors in C"

Algebra of Matrices

2.1 Introduction 2.2 Matrices 2.3 Matrix Addition and Scalar Multiplica-
tion 2.4 Summation Symbol 2.5 Matrix Multiplication 2.6 Transpose of a
Matrix 2.7 Square Matrices 2.8 Powers of Matrices, Polynomials in
Matrices 2.9 Invertible (Nonsingular) Matrices 2.10 Special Types of
Square Matrices 2.11 Complex Matrices 2.12 Block Matrices

Systems of Linear Equations

3.1 Introduction 3.2 Basic Definitions, Solutions 3.3 Equivalent Systems,
Elementary Operations 3.4 Small Square Systems of Linear Equations 3.5
Systems in Triangular and Echelon Forms 3.6 Gaussian Elimination 3.7
Echelon Matrices, Row Canonical Form, Row Equivalence 3.8 Gaussian
Elimination, Matrix Formulation 3.9 Matrix Equation of a System of Linear
Equations 3.10 Systems of Linear Equations and Linear Combinations of
Vectors 3.11 Homogeneous Systems of Linear Equations 3.12 Elementary
Matrices 3.13 LU Decomposition

Vector Spaces

4.1 Introduction 4.2 Vector Spaces 4.3 Examples of Vector Spaces 4.4
Linear Combinations, Spanning Sets 4.5 Subspaces 4.6 Linear Spans, Row
Space of a Matrix 4.7 Linear Dependence and Independence 4.8 Basis and
Dimension 4.9 Application to Matrices, Rank of a Matrix 4.10 Sums and
Direct Sums 4.11 Coordinates

Linear Mappings

5.1 Introduction 5.2 Mappings, Functions 5.3 Linear Mappings (Linear
Transformations) 5.4 Kernel and Image of a Linear Mapping 5.5 Singular
and Nonsingular Linear Mappings, Isomorphisms 5.6 Operations with
Linear Mappings 5.7 Algebra A(}') of Linear Operators

Linear Mappings and Matrices
6.1 Introduction 6.2 Matrix Representation of a Linear Operator 6.3
Change of Basis 6.4 Similarity 6.5 Matrices and General Linear Mappings

Inner Product Spaces, Orthogonality

7.1 Introduction 7.2 Inner Product Spaces 7.3 Examples of Inner Product
Spaces 7.4 Cauchy-Schwarz Inequality, Applications 7.5 Orthogonal-
ity 7.6 Orthogonal Sets and Bases 7.7 Gram—Schmidt Orthogonalization
Process 7.8 Orthogonal and Positive Definite Matrices 7.9 Complex Inner
Product Spaces 7.10 Normed Vector Spaces (Optional)

27

57

112

164

195

226

— a»



o

CHAPTER 8

CHAPTER 9

CHAPTER 10

CHAPTER 11

CHAPTER 12

CHAPTER 13

APPENDIX A
APPENDIX B
APPENDIX C

APPENDIX D
List of Symbols

Index

Determinants

8.1 Introduction 8.2 Determinants of Orders 1 and 2 8.3 Determinants of
Order 3 8.4 Permutations 8.5 Determinants of Arbitrary Order 8.6 Proper-
ties of Determinants 8.7 Minors and Cofactors 8.8 Evaluation of Determi-
nants 8.9 Classical Adjoint 8.10 Applications to Linear Equations,
Cramer’s Rule 8.11 Submatrices, Minors, Principal Minors 8.12 Block
Matrices and Determinants 8.13 Determinants and Volume 8.14 Determi-
nant of a Linear Operator 8.15 Multilinearity and Determinants

Diagonalization: Eigenvalues and Eigenvectors

9.1 Introduction 9.2 Polynomials of Matrices 9.3 Characteristic Polyno-
mial, Cayley—Hamilton Theorem 9.4 Diagonalization, Eigenvalues and
Eigenvectors 9.5 Computing Eigenvalues and Eigenvectors, Diagonalizing
Matrices 9.6 Diagonalizing Real Symmetric Matrices and Quadratic
Forms 9.7 Minimal Polynomial 9.8 Characteristic and Minimal Polyno-
mials of Block Matrices

Canonical Forms

10.1 Introduction 10.2 Triangular Form 10.3 Invariance 10.4 Invariant
Direct-Sum Decompositions 10.5 Primary Decomposition 10.6 Nilpotent
Operators 10.7 Jordan Canonical Form 10.8 Cyclic Subspaces 10.9
Rational Canonical Form 10.10 Quotient Spaces

Linear Functionals and the Dual Space

11.1 Introduction 11.2 Linear Functionals and the Dual Space 11.3 Dual
Basis 11.4 Second Dual Space 11.5 Annihilators 11.6 Transpose of a
Linear Mapping

Bilinear, Quadratic, and Hermitian Forms

12.1 Introduction 12.2 Bilinear Forms 12.3 Bilinear Forms and
Matrices 12.4 Alternating Bilinear Forms 12.5 Symmetric Bilinear
Forms, Quadratic Forms 12.6 Real Symmetric Bilinear Forms, Law of
Inertia 12.7 Hermitian Forms

Linear Operators on Inner Product Spaces

13.1 Introduction 13.2 Adjoint Operators 13.3 Analogy Between A(})') and
C, Special Linear Operators 13.4 Self-Adjoint Operators 13.5 Orthogonal
and Unitary Operators 13.6 Orthogonal and Unitary Matrices 13.7 Change
of Orthonormal Basis 13.8 Positive Definite and Positive Operators 13.9
Diagonalization and Canonical Forms in Inner Product Spaces 13.10
Spectral Theorem

Multilinear Products
Algebraic Structures
Polynomials over a Field

Odds and Ends

Contents

264

292

325

349

359

377

396
403
411

415
420
421



Vectors in R" and C",
Spatial Vectors

1.1 Introduction

There are two ways to motivate the notion of a vector: one is by means of lists of numbers and subscripts,
and the other is by means of certain objects in physics. We discuss these two ways below.

Here we assume the reader is familiar with the elementary properties of the field of real numbers,
denoted by R. On the other hand, we will review properties of the field of complex numbers, denoted by
C. In the context of vectors, the elements of our number fields are called scalars.

Although we will restrict ourselves in this chapter to vectors whose elements come from R and then
from C, many of our operations also apply to vectors whose entries come from some arbitrary field K.

Lists of Numbers
Suppose the weights (in pounds) of eight students are listed as follows:
156, 125, 145, 134, 178, 145, 162, 193
One can denote all the values in the list using only one symbol, say w, but with different subscripts; that is,
Wy, Wy, Wi, Wy, Ws,  We, W, Wy
Observe that each subscript denotes the position of the value in the list. For example,
w; = 156, the first number, w, = 125, the second number, ...
Such a list of values,
w = (W, Wy, W3, ..., Wg)

is called a linear array or vector.

Vectors in Physics

Many physical quantities, such as temperature and speed, possess only “magnitude.” These quantities
can be represented by real numbers and are called scalars. On the other hand, there are also quantities,
such as force and velocity, that possess both “magnitude” and “direction.” These quantities, which can
be represented by arrows having appropriate lengths and directions and emanating from some given
reference point O, are called vectors.

Now we assume the reader is familiar with the space R®> where all the points in space are represented
by ordered triples of real numbers. Suppose the origin of the axes in R? is chosen as the reference point O
for the vectors discussed above. Then every vector is uniquely determined by the coordinates of its
endpoint, and vice versa.

There are two important operations, vector addition and scalar multiplication, associated with vectors
in physics. The definition of these operations and the relationship between these operations and the

endpoints of the vectors are as follows.
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(a+d, b+b, c+c)
- ‘e

/ (ka, kb, k)
1 ku
® (a,b,¢)
u (a, b, ¢)
> 0 -
y y
X
(a) Vector Addition (b) Scalar Multiplication

Figure 1-1

(i) Vector Addition: The resultant u 4 v of two vectors u and v is obtained by the parallelogram law;
that is, u + v is the diagonal of the parallelogram formed by u and v. Furthermore, if (a, b, ¢) and
(d',b', ") are the endpoints of the vectors u and v, then (a + @', b+ &', ¢+ () is the endpoint of the
vector u + v. These properties are pictured in Fig. 1-1(a).

(i1) Scalar Multiplication: The product ku of a vector u by a real number & is obtained by multiplying
the magnitude of u by k£ and retaining the same direction if £ > 0 or the opposite direction if £ < 0.
Also, if (a,b,c) is the endpoint of the vector u, then (ka, kb, kc) is the endpoint of the vector ku.
These properties are pictured in Fig. 1-1(b).

Mathematically, we identify the vector u with its (a, b, c) and write u = (a, b, ¢). Moreover, we call
the ordered triple (a,b,c) of real numbers a point or vector depending upon its interpretation. We
generalize this notion and call an n-tuple (a;,4a,,...,a,) of real numbers a vector. However, special
notation may be used for the vectors in R* called spatial vectors (Section 1.6).

1.2 Vectors in R”

The set of all n-tuples of real numbers, denoted by R”, is called n-space. A particular n-tuple in R", say
U= (al>a27'--7an)

is called a point or vector. The numbers a; are called the coordinates, components, entries, or elements
of u. Moreover, when discussing the space R”, we use the term scalar for the elements of R.

Two vectors, u and v, are equal, written u = v, if they have the same number of components and if the
corresponding components are equal. Although the vectors (1,2,3) and (2,3, 1) contain the same three
numbers, these vectors are not equal because corresponding entries are not equal.

The vector (0,0,...,0) whose entries are all 0 is called the zero vector and is usually denoted by 0.

EXAMPLE 1.1

(a) The following are vectors:
(27—5)7 (779>7 (07070)7 (374a5)

The first two vectors belong to R, whereas the last two belong to R>. The third is the zero vector in R>.
(b) Find x,y,z such that (x —y, x+y, z—1) = (4,2,3).

By definition of equality of vectors, corresponding entries must be equal. Thus,
x—y=4, x+y=2, z—1=3

Solving the above system of equations yields x =3,y = —1, z = 4.
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Column Vectors

Sometimes a vector in n-space R” is written vertically rather than horizontally. Such a vector is called a
column vector, and, in this context, the horizontally written vectors in Example 1.1 are called row
vectors. For example, the following are column vectors with 2,2,3, and 3 components, respectively:

1.5

g sy [0
2 ) _4 ) 6 ) 3
- —15

We also note that any operation defined for row vectors is defined analogously for column vectors.

1.3 Vector Addition and Scalar Multiplication

Consider two vectors « and v in R”, say
u=(ay,ay,...,a,) and v=(by,by,...,b,)

Their sum, written u + v, is the vector obtained by adding corresponding components from « and v. That is,
ut+v=_(a,+by, ay+by, ..., a,+b,)

The scalar product or, simply, product, of the vector u by a real number k, written ku, is the vector
obtained by multiplying each component of u by k. That is,

fu=rk(ay,ay,...,a,) = (ka,ka,, ..., ka,)

Observe that u + v and ku are also vectors in R”. The sum of vectors with different numbers of
components is not defined.
Negatives and subtraction are defined in R" as follows:

—u=(-1u and u—v=u+ (-0

The vector —u is called the negative of u, and u — v is called the difference of u and v.

Now suppose we are given vectors u,u,,...,u, in R" and scalars k|, k,,...,k, in R. We can
multiply the vectors by the corresponding scalars and then add the resultant scalar products to form the
vector

v = kju; + kyuy + kyus + - -+ k,u,
Such a vector v is called a linear combination of the vectors u;,u,, ..., u,,.
EXAMPLE 1.2
(a) Letu =(2,4,-5) and v = (1,—-6,9). Then
utv=02+1, 44 (-5), =5+9)=(3,-1,4)
= (7(2),7(4),7(=5)) = (14,28, —35)
=(-1)(1,-6,9) = (—1,6,-9)
= (

3u— 6,12, —15) + (—5,30,—45) = (1,42, —60)
(b) The zero vector 0 = (0,0,...,0) in R” is similar to the scalar 0 in that, for any vector u = (a,,a,,...,a,).
u+0=(a;+0, &, +0, ..., a,+0)=(a;,a,...,a,) =u

2
(c) Letu= [ 3] and v =
—4

3 4 -9 -5
—1|. Then 2u — 3v = 6+ 3| = 9.
-2 -8 6 -2
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Basic properties of vectors under the operations of vector addition and scalar multiplication are
described in the following theorem.

THEOREM 1.1: For any vectors u, v, w in R” and any scalars k, k' in R,
i) (@to)+w=u+(v+w), ()  klu+v)=ku+ ko,

(i) u+0=u, vi)  (k+K)u=ku+Ku,
(iii) wu+ (—u) =0, (vii)  (kk)u=k(k’u),
(iv) ut+v=v+u, (viil)  lu =u.

We postpone the proof of Theorem 1.1 until Chapter 2, where it appears in the context of matrices
(Problem 2.3).

Suppose u and v are vectors in R” for which u = kv for some nonzero scalar £ in R. Then u is called a
multiple of v. Also, u is said to be in the same or opposite direction as v according to whether £ > 0 or
k <0.

1.4 Dot (Inner) Product

Consider arbitrary vectors « and v in R”; say,
u=(a,ay,...,a,) and v=(by,by,...,b,)

The dot product or inner product or scalar product of u and v is denoted and defined by
u-v=ab +ab,+ - +a,b,

That is, u - v is obtained by multiplying corresponding components and adding the resulting products.
The vectors u and v are said to be orthogonal (or perpendicular) if their dot product is zero—that is, if
u-v=0.

EXAMPLE 1.3
(@) Letu=(1,-2,3), v=(4,5,—1), w=(2,7,4). Then,
u-v=14)-2(5+3(-1)=4-10-3=-9
u-w=2-14+12=0, v-w=8+35-4=39
Thus, # and w are orthogonal.
-
(b) Letu= 3landv=|—-1|.Thenu-v=6-3+4+8=11.
—4 2
(¢) Suppose u = (1,2,3,4) and v = (6,k,—8,2). Find k so that u and v are orthogonal.
First obtain u - v = 6 + 2k — 24 4 8 = —10 + 2k. Then set u - v = 0 and solve for k:
—104+2k=0 or 2k =10 or k=5
Basic properties of the dot product in R” (proved in Problem 1.13) follow.
THEOREM 1.2: For any vectors u, v, w in R” and any scalar k in R:
N u+v) - w=u-wt+ov-w, (i) u-v=v-u,
(i) (ku) - v=k(u-v), (iv) u-u>0,andu-u=0iff u=0.
Note that (ii) says that we can “take £ out” from the first position in an inner product. By (iii) and (ii),

u- (kv) = (kv) -u=k(v-u) =k(u-v)
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That is, we can also “take & out” from the second position in an inner product.
The space R" with the above operations of vector addition, scalar multiplication, and dot product is
usually called Euclidean n-space.

Norm (Length) of a Vector

The norm or length of a vector u in R”, denoted by ||u||, is defined to be the nonnegative square root of
u - u. In particular, if u = (a,a,, . ..,a,), then

Jull = Vi = \J@} + @+ + @

That is, ||u|| is the square root of the sum of the squares of the components of u. Thus, ||u|| > 0, and
|lu|| = 0 if and only if u = 0.

A vector u is called a unit vector if ||u|| = 1 or, equivalently, if u - u = 1. For any nonzero vector v in
R", the vector

1 v
=
ol ]

is the unique unit vector in the same direction as v. The process of finding ¢ from v is called normalizing v.

’IA]:

EXAMPLE 1.4

(a) Suppose u = (1,—2,—4,5,3). To find ||u||, we can first find ||u||* = u - u by squaring each component of u and
adding, as follows:

lul> = 12+ (=2)* + (-4 + 52 + 3 = 1 + 4+ 16 +25+9 = 55
Then ||u = v/55.
(b) Let v=(1,-3,4,2) and w = (%,—é,%,%). Then

\/.—__—_.

Thus w is a unit vector, but v is not a unit vector. However, we can normalize v as follows:

. v < 1 -3 4 2 >
V=77 ) ) )
loll  \v/307v/30" /3030
This is the unique unit vector in the same direction as v.

The following formula (proved in Problem 1.14) is known as the Schwarz inequality or Cauchy—
Schwarz inequality. It is used in many branches of mathematics.

THEOREM 1.3 (Schwarz): For any vectors u, v in R”, |u - v| < ||u||||v]|.

Using the above inequality, we also prove (Problem 1.15) the following result known as the “triangle
inequality” or Minkowski’s inequality.

THEOREM 1.4 (Minkowski): For any vectors u, v in R”, [ju + v|| < |lu|| + [|v]|.

Distance, Angles, Projections

The distance between vectors u = (a;, ay,...,a,) and v = (by,b,,...,b,) in R" is denoted and defined
by

d(u,v) = |lu—v| = \/(al — b))’ + (@, —by)* + -+ (a,— b,)°

One can show that this definition agrees with the usual notion of distance in the Euclidean plane R? or
3
space R”.
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The angle 0 between nonzero vectors u, v in R” is defined by

u-v
cosf =

a1 ]

This definition is well defined, because, by the Schwarz inequality (Theorem 1.3),
u-v
= ol
Note that if u-v =0, then 0 =90° (or 0 = 7/2). This then agrees with our previous definition of
orthogonality.

The projection of a vector u onto a nonzero vector v is the vector denoted and defined by
i, 0) u-v u-v
proj(u, v) = —=v=——
[ o] v
We show below that this agrees with the usual notion of vector projection in physics.
EXAMPLE 1.5
(a) Suppose u = (1,-2,3) and v = (2,4,5). Then

dlu,v) = (1~ 27 + (-2 47 + (35 = VI 1361 4= VI

To find cos 0, where 0 is the angle between u and v, we first find

u-v=2-8+15=09, u> =1+449 =14, o> =4+ 16425 =45
Then
cosf = v o_ 4
ullllv]l V14+/45
Also,
proj(u,v):Wv:i(2,4,5):;(2,4,5):(2,:,1)

(b) Consider the vectors u and v in Fig. 1-2(a) (with respective endpoints 4 and B). The (perpendicular) projection
of u onto v is the vector u* with magnitude
u-v u-v
[ = lull cos 6 = [Jul| e = T
[fue[oll [l
To obtain u*, we multiply its magnitude by the unit vector in the direction of v, obtaining
v u-v v u-v
—_— = —2 v
(I I 1 O

This is the same as the above definition of proj(u, v).

® A z A
1
E P(bl—(ll, b2—(12,b3—6!3 )
1
i B(by by, by)
1
!
i
é\' | u Alay, ap, as)
0 u Cg e B 0 >
v Yy
X
Projection u* of u onto v u=B—A

(a) (b)

Figure 1-2
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1.5 Located Vectors, Hyperplanes, Lines, Curves in R"

This section distinguishes between an n-tuple P(a;) = P(ay,a,,...,a,) viewed as a point in R” and an
n-tuple u = [¢}, ¢y, ..., c,] viewed as a vector (arrow) from the origin O to the point C(c;, ¢y, ..., ¢,).

Located Vectors
Any pair of points 4(a;) and B(b;) in R” defines the located vector or directed line segment from A to B,
— —
written AB. We identify AB with the vector
u:B_A: [b] _al, bz_az, ey bn_an}

because AB and u have the same magnitude and direction. This is pictured in Fig. 1-2(b) for the
points A(a,,a,,a;) and B(b;,b,,b;) in R® and the vector u =B — A which has the endpoint
P(b; — ay, by — ay, by — aj).

Hyperplanes
A hyperplane H in R" is the set of points (x;,x,,...,x,) that satisfy a linear equation
ax;+ayx, +---+ax,=0>b

where the vector u = [a,a,, . .., a,] of coefficients is not zero. Thus a hyperplane H in R? is a line, and a
hyperplane H in R® is a plane. We show below, as pictured in Fig. 1-3(a) for R?, that u is orthogonal to
any directed line segment PQ, where P(p;) and Q(g,) are points in H. [For this reason, we say that u is
normal to H and that H is normal to u.]

P+ tu

P-tu

(b)

(a)

Figure 1-3
Because P(p;) and Q(g;) belong to H, they satisfy the above hyperplane equation—that is,
aypr+ap,+---+a,p,=b and ayq +aqp+---+a,9,=0b

—
Let v=P0=Q0—-P= [CII _plaCIz_p27"'7qn_pn]

Then

u-v=ay(q —p)+alq—p)+-+a,lq,—p,)
=(ayq1 +ayqy +---+a,q,) — (apy +aypy+---+a,p,) =b—-b=0

g . .
Thus v = PQ is orthogonal to u, as claimed.
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Lines in R"

The line L in R” passing through the point P(b,,b,,...,b,) and in the direction of a nonzero vector
u=la,ay,...,a,| consists of the points X (x;,x,,...,x,) that satisfy
x; =at+ by
X=Pt+m or {2TRFEh o ry aitb)
X, = ayt + b,

where the parameter t takes on all real values. Such a line L in R® is pictured in Fig. 1-3(b).

EXAMPLE 1.6

a et e the plane 1n corresponding to the linear equation 2x — 5y + 7z = 4. serve that ,1,1) an
Let H be the pl in R di he li ion 2 5 7 4. Ob hat P(1,1,1 d
0(5,4,2) are solutions of the equation. Thus P and Q and the directed line segment

v=PO0=0-P=1[5—1,4-1,2—1]=[4,3,1]

lie on the plane H. The vector u = [2, —5,7] is normal to H, and, as expected,
u-v=1_2,-57-[4,3,11=8—-15+7=0

That is, u is orthogonal to v.

(b) Find an equation of the hyperplane H in R* that passes through the point P(1,3, —4,2) and is normal to the
vector u = [4,—2,5,6].
The coefficients of the unknowns of an equation of H are the components of the normal vector u; hence, the
equation of A must be of the form

4x1 — 2x2 + 5x3 +6X4 =k
Substituting P into this equation, we obtain
4(1) —2(3)+5(—4)+6(2) =k or 4-6-20+12=k or k=-10

Thus, 4x, — 2x, 4+ 5x3 4+ 6x4 = —10 is the equation of H.

(c) Find the parametric representation of the line L in R* passing through the point P(1,2,3, —4) and in the
direction of u = [5,6,—7, 8]. Also, find the point Q on L when ¢ = I.
Substitution in the above equation for L yields the following parametric representation:

x1=5t+1, X2:6t+2, X3:_7t+3, X4:8t_4
or, equivalently,
L(t) = (5t+1,6t+2,-T7t+3,8t—4)

Note that # = 0 yields the point P on L. Substitution of # = 1 yields the point Q(6, 8, —4,4) on L.

Curves in R"

Let D be an interval (finite or infinite) on the real line R. A continuous function F: D — R”" is a curve in
R”". Thus, to each point ¢ € D there is assigned the following point in R":

F(t) = [F1<t))F2(t>a s >Fn<t)]
Moreover, the derivative (if it exists) of F(¢) yields the vector

_dF(t)  [dF\(t) dF,(t) dF, (1)
Codt | dt T odt 0T dt

40
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which is tangent to the curve. Normalizing V' (¢) yields
_ V)
V@l

Thus, T(¢) is the unit tangent vector to the curve. (Unit vectors with geometrical significance are often
presented in bold type.)

T(z)

EXAMPLE 1.7 Consider the curve F(f) = [sint,cost,7] in R®. Taking the derivative of F(¢) [or each component of
F(t)] yields

V(t) = [cost, —sint, 1]
which is a vector tangent to the curve. We normalize V' (¢). First we obtain
1V(@)|? = cos?t +sin’t+1=1+1=2
Then the unit tangent vection T(¢) to the curve follows:
T(r) = V(1) _ [cost’—sintyl}
ol vz v2 vz

1.6 Vectors in R® (Spatial Vectors), ijk Notation

Vectors in R?, called spatial vectors, appear in many applications, especially in physics. In fact, a special
notation is frequently used for such vectors as follows:

i =[1,0,0] denotes the unit vector in the x direction.
j = [0, 1,0] denotes the unit vector in the y direction.
k = [0,0, 1] denotes the unit vector in the z direction.
Then any vector u = [a, b, c] in R® can be expressed uniquely in the form
u=la,b,c] =ai+ bj+cj

Because the vectors i, j, k are unit vectors and are mutually orthogonal, we obtain the following dot
products:

i-i=1, j.j=1, k-k=1 and i-j=0, i-k=0, j-k=0

Furthermore, the vector operations discussed above may be expressed in the ijk notation as follows.
Suppose

u=ai+ aj+ak and v=bii+ bj + b3k
Then

ut+v=_(ay+b)i+ (ay+b)j+ (a3 +b3)k and cu = ca,i+ caj+ cazk
where ¢ is a scalar. Also,

u-v=aby +ab, + azb; and lul| = Vu-u=al+a3+a3

EXAMPLE 1.8 Suppose u = 3i+ 5j — 2k and v = 4i — 8j + 7k.
(a) To find u + v, add corresponding components, obtaining # + v = 7i — 3j + S5k
(b) To find 3u — 2w, first multiply by the scalars and then add:

3u—2v =9+ 13j — 6k) + (—8i + 16j — 14k) = i + 29j — 20k
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(¢c) To find u - v, multiply corresponding components and then add:
u-v=12-40—-14=-42

(d) To find ||u||, take the square root of the sum of the squares of the components:

lull = V9 +25+4 =138

Cross Product

There is a special operation for vectors u and v in R? that is not defined in R” for n # 3. This operation is
called the cross product and is denoted by u x v. One way to easily remember the formula for u x v is to
use the determinant (of order two) and its negative, which are denoted and defined as follows:

a b a b

d ¢ d =bc —ad

' =ad — bc and -

Here a and d are called the diagonal elements and b and c are the nondiagonal elements. Thus, the
determinant is the product ad of the diagonal elements minus the product bc of the nondiagonal elements,
but vice versa for the negative of the determinant.

Now suppose u = a,i + a,j + a;k and v = b;i + b,j + bsk. Then

u X v = (ayby — azby)i + (azby — ayby)j + (a,b, — aby )k

i

_‘al a a3 i— a 4 a3 a a4 a3

by b, b by by b by b, b
That is, the three components of u X v are obtained from the array
a a4y aj
by by by

(which contain the components of u above the component of v) as follows:

i+

(1) Cover the first column and take the determinant.
(2) Cover the second column and take the negative of the determinant.
(3) Cover the third column and take the determinant.

Note that u x v is a vector; hence, u X v is also called the vector product or outer product of u
and v.

EXAMPLE 1.9 Find u x v where: (a) u = 4i + 3j + 6k, v = 2i + 5j — 3k, (b) u = [2,—1,5], v=[3,7,6].

(a) Use B 2 _g] togetuxv = (—=9—30)i+ (12+ 12)j+ (20 — 6)k = —39i + 24j + 14k

(b) Use B _; Z] togetuxv = [-6—3515-12,144 3] = [—41,3,17]

Remark: The cross products of the vectors i, j, k are as follows:
ixj=Kk, ix k=i, kxi=j
j xi=—Kk, k xj=—i, ixk=—j

Thus, if we view the triple (i, j, k) as a cyclic permutation, where i follows k and hence k precedes i, then
the product of two of them in the given direction is the third one, but the product of two of them in the
opposite direction is the negative of the third one.

Two important properties of the cross product are contained in the following theorem.
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Volume =u-v xw Complex plane

(a) (b)

Figure 1-4

THEOREM 1.5: Let u, v, w be vectors in R>.
(a) The vector u x v is orthogonal to both u and v.

(b) The absolute value of the “triple product”
u-vXxXw

represents the volume of the parallelopiped formed by the vectors u, v, w.
[See Fig. 1-4(a).]

We note that the vectors u, v, u x v form a right-handed system, and that the following formula
gives the magnitude of u X v:
[[u > of| = Jlull|v]| sin 6

where 0 is the angle between u and v.

1.7 Complex Numbers

The set of complex numbers is denoted by C. Formally, a complex number is an ordered pair (a,b) of
real numbers where equality, addition, and multiplication are defined as follows:

(a,b) = (¢,d) ifandonlyifa=candb=d
(a,b)+ (¢,d) = (a+c, b+d)
(a,b) - (¢,d) = (ac — bd, ad + bc)
We identify the real number a with the complex number (a, 0); that is,
a < (a,0)

This is possible because the operations of addition and multiplication of real numbers are preserved under
the correspondence; that is,

(@,0)+ (b,0) = (a+b, 0) and  (a,0)- (b,0) = (ab,0)

Thus we view R as a subset of C, and replace (a,0) by @ whenever convenient and possible.
We note that the set C of complex numbers with the above operations of addition and multiplication is
a field of numbers, like the set R of real numbers and the set Q of rational numbers.
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The complex number (0, 1) is denoted by i. It has the important property that
?=ii=(0,1)(0,1) = (-1,0)=—1 or i=+v—1
Accordingly, any complex number z = (a, b) can be written in the form
z=(a,b) = (a,0) + (0,b) = (a,0) + (b,0) - (0,1) = a + bi

The above notation z = a + bi, where ¢ = Re z and b = Im z are called, respectively, the real and
imaginary parts of z, is more convenient than (a, b). In fact, the sum and product of complex numbers
z=a+ bi and w = ¢ + di can be derived by simply using the commutative and distributive laws and
P2 =—1:

z+w=(a+bi)+(c+di)=a+c+bi+di=(a+b)+ (c+d)i
zw = (a + bi)(c + di) = ac + bci + adi + bdi* = (ac — bd) + (bc + ad)i
We also define the negative of z and subtraction in C by

—z=—-1z and w—-z=w+(—2)

Warning: The letter i representing +/—1 has no relationship whatsoever to the vector i = [1,0,0] in
Section 1.6.

Complex Conjugate, Absolute Value

Consider a complex number z = a + bi. The conjugate of z is denoted and defined by
z=a+bi=a—bi

Then zz = (a + bi)(a — bi) = a* — b*i* = a®> + b*. Note that z is real if and only if z = z.
The absolute value of z, denoted by |z|, is defined to be the nonnegative square root of zz. Namely,

lz| = Vzz = Va® + b?

Note that |z| is equal to the norm of the vector (a,b) in R%.
Suppose z # 0. Then the inverse z~! of z and division in C of w by z are given, respectively, by

-1 z a b ) d w o wz 71
z === — i an ———=wz
zz a2 +b a2+ b? z zz

EXAMPLE 1.10 Suppose z =2 + 3i and w = 5 — 2i. Then

2430+ (5-2i)=2+5+3i—2i=T+i
24+3i)(5—-2i) =104 15i —4i — 6> = 16 + 11i

zZ+w=

—~

zw =
z=2+3i=2-3i and W=5-2i=5+2i
w o 5-2i (5-2)(2-3) 4-19 4 19
z

T213 (2+3)2-3) 13 13 13
lZl=v4+9=v13 and |w|=v25+4=129

Complex Plane

Recall that the real numbers R can be represented by points on a line. Analogously, the complex numbers
C can be represented by points in the plane. Specifically, we let the point (a, b) in the plane represent the
complex number a + bi as shown in Fig. 1-4(b). In such a case, |z| is the distance from the origin O to the
point z. The plane with this representation is called the complex plane, just like the line representing R is
called the real line.
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1.8 Vectors in C"

The set of all n-tuples of complex numbers, denoted by C”, is called complex n-space. Just as in the real
case, the elements of C" are called points or vectors, the elements of C are called scalars, and vector
addition in C" and scalar multiplication on C" are given by

(21,20 - Zp) F Wi Way oo yWy] = [20 F W1y 2o+ Way ool 2, W)

Z[Zlvzzv ce 7Zn] = [22172227 te 7ZZn]
where the z;, w;, and z belong to C.
EXAMPLE 1.11 Consider vectors u = [2 4 3i, 4 —i, 3] and v = [3 — 2i, 5i, 4 — 6i] in C*. Then

u+v = 2430, 4—i, 3 +[B—2i 5i, 4—6i] = [S+i, 4+4i, 7— 6i]
(5—20u = [(5-20)(2+3i), (5-2))(4—1i), (5-2)(3)] = [16+ 11, 18 — 13i, 15 — 6i]

Dot (Inner) Product in C"

Consider vectors u = [zy,2,...,2,] and v = [w;, w,,...,w,] in C". The dot or inner product of u and v is
denoted and defined by

M'U:ZIWI +ZzW2+"‘+ann

This definition reduces to the real case because w; = w; when w; is real. The norm of u is defined by

= = = 2 2 2
lull = Varu = /am Tam T am = Il +lal + ot
We emphasize that u - u and so ||u|| are real and positive when u # 0 and 0 when u = 0.
EXAMPLE 1.12 Consider vectors u = [2 + 3i, 4 —i, 3+ 5i] and v = [3 — 4i, 5i, 4 — 2i] in C;. Then

u-v=(2+43i)(3 —4) + (4 —i)(5i) + (3 + 5i)(4 — 2i)
= (2+30)(3+4i) + (4 —i)(=5i) + (3 + 5i) (4 + 2i)

= (=6 +13i) + (=5 —20i) + (2 +26i) = —9+ 19
w-ou=243+4—i> +3+5]" = 4+94+16+1+9+25 = 64
ul| = V64 = 8

The space C" with the above operations of vector addition, scalar multiplication, and dot product, is
called complex Euclidean n-space. Theorem 1.2 for R” also holds for C" if we replace u- v = v-u by

u-v=u-v

On the other hand, the Schwarz inequality (Theorem 1.3) and Minkowski’s inequality (Theorem 1.4) are
true for C" with no changes.

SOLVED PROBLEMS

Vectors in R"
1.1. Determine which of the following vectors are equal:

U :(1>273)7 u2:(27371)7 u3:(17372)7 u4:(27371)

Vectors are equal only when corresponding entries are equal; hence, only u, = uy.
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1.2.

1.3.

1.4.

1.5.

Letu=(2,-7,1), v=(-3,0,4), w= (0,5, —8). Find:

(a) 3u— 4o,

(b) 2u+3v—5w.

First perform the scalar multiplication and then the vector addition.

(a) 3u—4v=3(2,-7,1)—4(=3,0,4) = (6,-21,3) + (12,0, —16) = (18,-21,—13)
(b) 2u+3v—5w=(4,—14,2) + (=9,0,12) + (0, —25,40) = (=5, -39, 54)

5 -1 3
Let u = 3l,0v= 5|,w= | —1|. Find:
—4 2 -2
(a) Su—2w,

(b) —2u +4v—3w.

First perform the scalar multiplication and then the vector addition:

5 -1 25 2 27
(@ Su—2v=5| 3| -2 5= 15|+ |-10| = 5
—4 2 -20 —4 —24

~10 —4 -9 ~23
(b) —2u+4v—3w=| —6|+|20|+| 3|=]| 17
8 8 6 2

Find x and y, where: (a) (x,3) = (2, x+), (b) (4,y) =x(2,3).

(a) Because the vectors are equal, set the corresponding entries equal to each other, yielding
x =2, 3=x+y

Solve the linear equations, obtaining x =2, y = 1.

(b) First multiply by the scalar x to obtain (4,y) = (2x,3x). Then set corresponding entries equal to each
other to obtain

Solve the equations to yield x =2, y = 6.

Write the vector v = (1, —2,5) as a linear combination of the vectors u; = (1,1, 1), u, = (1,2,3),
uy = (2,—1,1).

We want to express v in the form v = xu; + yu, + zu; with x,y,z as yet unknown. First we have

1 1 1 2 X+ y+2z
2| =x|1|{+y|2(4+z|-1|=|[x+2y— z
5 1 3 1 x+3y+ z

(It is more convenient to write vectors as columns than as rows when forming linear combinations.) Set
corresponding entries equal to each other to obtain

x+ y+2z= 1 x+ y+2z= 1 x+y+2z= 1
x+2y— z=-2 or y—3z=-3 or y—3z=-3
X+3y+ z= 5 2y— z= 4 5z= 10

This unique solution of the triangular system isx = —6,y = 3,z = 2. Thus, v = —6u; + 3u, + 2u;.
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1.6.

Write v = (2,—5,3) as a linear combination of

u = (17 —3,2),1/{2 = (27_47 _1)71"3 = (17_577)

Find the equivalent system of linear equations and then solve. First,

2 1 2 1 xX+2y+ z
=S| =x|-3|+y|-4|+z|-5|=|-3x—-4 -5z
3 2 -1 7 2x— y+7z
Set the corresponding entries equal to each other to obtain
x+2y+ z= 2 xX+2y4+ z= 2 x+2y+ z=2
—3x—4y—-5z=-5 or 2y—2z= 1 or 2y —2z=1
2x— y+7z= 3 —5y+52z=-1 0=3

The third equation, Ox + 0y 4 0z = 3, indicates that the system has no solution. Thus, v cannot be written as
a linear combination of the vectors u;, u,, us.

Dot (Inner) Product, Orthogonality, Norm in R"

1.7.

1.8.

1.9.

1.10.

Find u - v where:

() u=(2,-5,6) and v=(8,2,-3),

(b) u=(4,2,-3,5,—1) and v=(2,6,—1,—4,8).
Multiply the corresponding components and add:

(@ u-v=28)-52)+6(-3)=16—10—18=—12
(b) u-v=8+124+3-20-8=-5

Letu = (5,4,1), v=(3,—4,1), w = (1,-2,3). Which pair of vectors, if any, are perpendicular
(orthogonal)?

Find the dot product of each pair of vectors:
u-v=15-16+1=0, v-w=34+8+3=14, u-w=5-8+43=0

Thus, © and v are orthogonal, u and w are orthogonal, but v and w are not.

Find £ so that u and v are orthogonal, where:

(@ u=(1,k,—3) and v = (2,-5,4),

(b) u=(2,3k,—4,1,5) and v = (6,—1,3,7,2k).
Compute u - v, set u - v equal to 0, and then solve for k:

(a) u-v=1(2)+k(=5) —3(4) = =5k — 10. Then —5k — 10 =0, or k = —2.
(b) u-v=12-3k—124+7+10k=7k+7. Then 7Tk +7 =0, or k = —1.

Find [ju||, where: (a) u = (3,—12,—4), (b) u=1(2,-3,8,-7).

First find ||u||* = u - u by squaring the entries and adding. Then ||u/ = \/W .

@) [ull> = (3)* + (—=12)° + (=4)*> =9+ 144 + 16 = 169. Then |ju| = V169 = 13.
(b) ||ul|* =4 +9+ 64+ 49 = 126. Then ||u|| = v/126.
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1.11.

1.12.

1.13.

Recall that normalizing a nonzero vector v means finding the unique unit vector ¢ in the same
direction as v, where

1
m v
Normalize: (a) u = (3,—4), (b) v=(4,-2,-3,8), () w=@&3-D.
(a) First find |ju| = v/9 + 16 = v/25 = 5. Then divide each entry of u by 5, obtaining i = (2, —%).
(b) Here ||v]| = V16 +4 +9 + 64 = \/93. Then

’Z\}:

. 4 -2 -3 8
V=TT = =
(\/ﬁ V93793 \/ﬁ)
(c) Note that w and any positive multiple of w will have the same normalized form. Hence, first multiply w
by 12 to “clear fractions”—that is, first find w = 12w = (6, 8, —3). Then

~ 6 8 -3
W =36 +64+9 =109 and wzw':( , 7 )
U V109 /109" /109

Let u = (1,—3,4) and v = (3,4, 7). Find:
(a) cos 0, where 6 is the angle between u and v;
(b) proj(u, v), the projection of u onto v;
(¢) d(u,v), the distance between u and v.

First find u-v=3—12+28 =19, |lu[>=1+9+16=26, |[v]|> =9+ 16 +49 = 74. Then

(a) cosf = v o_ 19 ,
ullllvll - v26v/74

u-v 19 57 76 133 57 38 133
() pI’O](Lt,U) H’l}”zv 74( FARS) ) (74774774) <74a37774>7

(©) d(u,v) = |ju—v| = ||(=2,-7 = 3)|| = V4 +49+9 = V/62.

Prove Theorem 1.2: For any u, v,w in R” and k in R:
i w+v)-w=u-w+uv-w, (i) (ku)-v=rk(u-v), (i) u-v=v-u,
(iv) v-u>0,andu-u=0iff u =0.
Let u = (Ut ... tty), 0= (01,03, ...,0,), W= (W, Wy, ..., W,).
(i) Because u+ v = (u; + vy, ty + vy, ..., Uy, +V,),
(+v) - w=(uy +v)w + (g + vp)wy + -+ + (, + v,)w,
= uw; + vywy +uywy, + - +u,w, + v,w,
= (wywy +upwy + -+ u,w,) + (vywy + vwy + -+ W)
=u-w+uv-w
(ii) Because ku = (ku;,ku,, ... ku,),
(ku) - v =kuyv; + kuyvy, + -+ - + kv, = k(uyv; + v, + -+ - +u,v,) = k(u - v)
(i) wu-v=uv; +uyvy + - +u,v, = vju + Uy + -+ v,uU, =v-u

2

(iv) Because u; is nonnegative for each i, and because the sum of nonnegative real numbers is nonnegative,

u-u:u%+u%+-~'+uf,20
Furthermore, « - u = 0 iff u; = 0 for each i, that is, iff u = 0.
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1.14.

1.15.

Prove Theorem 1.3 (Schwarz): |u - v| < ||u]|||v]|.
For any real number ¢, and using Theorem 1.2, we have

0< (tu+v)- (tu+v) =u-u)+2t(u-v)+ (v-v) = ul|*F +2(u- v)t + ||v]*

Let a = |jul’, b =2(u-v), ¢ = ||v||*. Then, for every value of 1, a® 4+ bt + ¢ > 0. This means that the
quadratic polynomial cannot have two real roots. This implies that the discriminant D = b*> — 4ac < 0 or,
equivalently, »* < 4ac. Thus,

2 2012
4(u - v)” < 4lull*|]

Dividing by 4 gives us our result.

Prove Theorem 1.4 (Minkowski): ||u + v|| < [Ju|| + ||v||.
By the Schwarz inequality and other properties of the dot product,
2 2 2 2
llu 4ol = (u+0) - (w+v) = (u-u) +2(u-v) + (v 0) < ul|” + 2full[[o]] + ([0l = ([full + o]l

Taking the square root of both sides yields the desired inequality.

Points, Lines, Hyperplanes in R"

Here we distinguish between an n-tuple P(a,,a,,...,a,) viewed as a point in R"” and an n-tuple
u=lecy,cy,...,c, viewed as a vector (arrow) from the origin O to the point C(cy, ¢y, ... ,c,).

—
1.16. Find the vector u identified with the directed line segment PQ for the points:

1.17.

1.18.

1.19.

(@) P(1,-2,4)and 0(6,1,—5)inR>,  (b) P(2,3,—6,5) and O(7,1,4,—8) in R*.
@ u=P0=0-P=[6-1,1-(-2), -5—4]=[53,-9]
) u=PO=0—-P=[7—-2, 13, 446, —8—5]=][5,-2,10,—13]

Find an equation of the hyperplane H in R* that passes through P(3,—4,1,-2) and is normal to
u=1[2,5-6,-3].

The coefficients of the unknowns of an equation of H are the components of the normal vector «. Thus, an
equation of H is of the form 2x, 4+ 5x, — 6x3 — 3x, = k. Substitute P into this equation to obtain k& = —26.
Thus, an equation of H is 2x; + 5x, — 6x3 — 3x, = —26.

Find an equation of the plane A in R> that contains P(1, —3, —4) and is parallel to the plane H’
determined by the equation 3x — 6y 4 5z = 2.

The planes H and H’ are parallel if and only if their normal directions are parallel or antiparallel (opposite
direction). Hence, an equation of H is of the form 3x — 6y + 5z = k. Substitute P into this equation to obtain
k = 1. Then an equation of H is 3x — 6y + 5z = 1.

Find a parametric representation of the line L in R* passing through P(4, —2,3, 1) in the direction
ofu=12,5-7,8|.

Here L consists of the points X (x;) that satisfy
X=P+tu or  x;=agt+b or  L(t)=(agt+b;)
where the parameter ¢ takes on all real values. Thus we obtain

xp =442t x, =242t x3=3-7t, x4 =1+8 or L(t)=(4+2t, —2+2¢, 3—-7Tt, 1 +81)
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1.20.

Let C be the curve F(t) = (2, 3t —2, 2, £ +5) in R*, where 0 <t < 4.

(a) Find the point P on C corresponding to ¢ = 2.
(b) Find the initial point Q and terminal point Q' of C.
(c) Find the unit tangent vector T to the curve C when ¢ = 2.

(a) Substitute + = 2 into F(¢) to get P =f(2) = (4,4,8,9).

(b) The parameter ¢ ranges from ¢=0 to ¢=4. Hence, Q=s(0)=(0,—-2,0,5) and
0’ = F(4) = (16,10, 64,21).

(c) Take the derivative of F(¢)—that is, of each component of F'(¢)—to obtain a vector ¥ that is tangent to
the curve:

V(t) = d%t) = [2¢,3,3¢%,24]

Now find ¥V when ¢=2; that is, substitute #=2 in the equation for V(f) to obtain
V =V (2) = [4,3,12,4]. Then normalize ¥ to obtain the desired unit tangent vector T. We have

4 3 12 4
T: ) ) 3
V185 V185 /185 /185

V] =16 +9+ 144 + 16 = /185  and

Spatial Vectors (Vectors in R3), ijk Notation, Cross Product

1.21.

1.22,

1.23.

Let u =2i—3j+4k, v=3i+j— 2k, w=1i+ 5j + 3k. Find:
(@) u+o, (b) 2u—3v+ 4w, (¢) u-vandu-w, (d) ||u|| and ||v]|.
Treat the coefficients of i, j, k just like the components of a vector in R>.

(a) Add corresponding coefficients to get u + v = 5i — 2j — 2k.
(b) First perform the scalar multiplication and then the vector addition:

2u — 3v+ 4w = (4i — 6j + 8k) + (—9i + 3j + 6k) + (4i + 20j + 12k)
= —i+ 17j + 26k
(c) Multiply corresponding coefficients and then add:
u-v=6—-3-8=-5 and u-w=2-154+12=-1
(d) The norm is the square root of the sum of the squares of the coefficients:

lul = VA+9+16=v29 and o =VO+1+4="14

Find the (parametric) equation of the line L:
(a) through the points P(1,3,2) and Q(2,5,—6);

(b) containing the point P(1,—2,4) and perpendicular to the plane H given by the equation
3x+5y+7z=15.

(a) First find 71:@:Q—P:[1,2,—8]:i+2j—8k. Then
Lit)=(t+1, 2t+3, =8t+2)=(t+1)i+ (2t +3)j+ (-8 +2)k

(b) Because L is perpendicular to H, the line L is in the same direction as the normal vector
N =3i+5j+ 7k to H. Thus,

L(t)=(Bt+1, 5t—2, Tt+4) = (Bt + )i+ (5t = 2)j + (7t + 4k
Let S be the surface xy? + 2yz = 16 in R>.

(2) Find the normal vector N(x,y,z) to the surface S.
(b) Find the tangent plane H to S at the point P(1,2,3).



CHAPTER 1 Vectors in R" and C", Spatial Vectors —

(a) The formula for the normal vector to a surface F(x,y,z) = 0 is
N(x,y,z) = F\i+ F,j+ F.k
where F, F,, F, are the partial derivatives. Using F(x,y,z) = xy? + 2yz — 16, we obtain
F, =), F, = 2xy + 2z, F.=2y
Thus, N(x,y,z) = y*i + (2xy + 22)j + 2vk.
(b) The normal to the surface S at the point P is
N(P) =N(1,2,3) = 4i + 10j + 4k

Hence, N = 2i + 5j + 2k is also normal to S at P. Thus an equation of H has the form 2x + 5y + 2z = c.
Substitute P in this equation to obtain ¢ = 18. Thus the tangent plane H to S at P is 2x + 5y + 2z = 18.

1.24. Evaluate the following determinants and negative of determinants of order two:

34l ]2 1 |4 =5
@ @5 o (], 4} (1”)‘3 —2‘
L1360 o |7 =5 .. |4 -1
(b) (1)—‘4 L (u)—’3 20 (111)_’8 —3‘
Use | b’:ad—bcand—‘a b‘:bc—ad.Thus,
d c d

(@) (1)27-20=7, (i) 6+4 = 10, (iii) —8 + 15 ="7.
(b) ()24 —6=18, (i) —15— 14 = —29, (iii) —8 + 12 = 4.

1.25. Let u=2i—3j+4k, v=3i+j—2k, w=i+5j+ 3k
Find: (a) uxuv, (b)) uxw
2 =3 4 . . . .
(a) Use {3 1 72} toget u x v=(6—4)i+ (12+4)j+ (2+9)k =2i+ 16j + l1k.

(b) Use {2 -3 4} t0 get u x w=(—9 — 20)i + (4 — 6)j + (10 + 3)k = —29i — 2j + 13k.

1 5 3
1.26. Find u x v, where: (a) u=(1,2,3), v=(4,5,6); (b) u=(-4,7,3), v=(6,-5,2).
(a) Use th 2 3} togetuxv=[12-15, 12—-6, 5—8] =[-3,6,-3].
5 6
-4 7 3
6

(b) Use { s 2} to get u x v=[14+15, 18+8, 20 —42] = [29,26,—22].

1.27. Find a unit vector u orthogonal to v = [1,3,4] and w = [2, -6, —5].
First find v x w, which is orthogonal to v and w.
The array [; _2 _‘51 gives v x w=[—15+24, 845, —6—61]=19,13,—12].

Normalize v X w to get u = [9/+/394, 13//394, —12/+/394].

1-28- Let u = (al,az,a3) and v = (b],bz,b:;) SO U X v= (a2b3 - a3b2,a3b1 - a1b3,alb2 - azbl).
Prove:

(a) u x v is orthogonal to # and v [Theorem 1.5(a)].
(b) |lux o> = (u-u)(v-v) — (u-v)* (Lagrange’s identity).
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(a) We have
u-(uxv) =ay(ayby — azb,) + ay(asb; — ayby) + as(arb, — ayb)
= a1a2b3 — a1a3b2 + 112(13171 — a1a2b3 + a1a3b2 — (12(13171 = 0

Thus, u x v is orthogonal to u. Similarly, u x v is orthogonal to v.
(b) We have

e > v]|* = (ayb5 — asby)* + (a3by — a\b;)* + (a\b, — ayby)? (1)
(u-u)(v-v) = (u-v)* = (& + @} + &3)(b} + B3 + b3) — (ayb, + ayb, + a3b3)’ (2)
Expansion of the right-hand sides of (1) and (2) establishes the identity.

Complex Numbers, Vectors in C"

1.29.

1.30.

1.31.

1.32.

1.33.

1.34.

Suppose z=5+3iand w=2 —4i. Find: (a) z+w, (b) z—w, (c) zw.

Use the ordinary rules of algebra together with i> = —1 to obtain a result in the standard form a + bi.
@ z+w=05+3)+2—-4)=7—1i

b) z—w=(54+3i)—(2—-4i)=5+3i—24+4i=3+7i

(©) zw=(5+30)(2 —4i) =10 — 14i — 12> = 10 — 14i + 12 =22 — 14i

Simplify: (a) (5432 —7i), (b) (4—3i), (c) (1+2i).
(a) (5+3i)(2—7i) = 10 + 6i — 35i — 21> = 31 — 29i

(b) (4—3i)° =16—24i+ 92 =7 —24i

(© (142 =146i+122+83=1+6i—12—8=—11—2i

Simplify: (a) %,3,i*, (b) i5,i6 i, (c) 0,74, %2, P17,

@ =1, P=i <>=< DG0) =i, i = (@)@) = (~1)(=1) = |
) F — (V0 = (1)) = 1 = () = (V) ~f = -1, 7 =P =i, F == 1

(c) Usingi* =1 and =Mt = (14) " = 19i" = 1", divide the exponent n by 4 to obtain the remainder 7:

P9 = A (MR = 1% = P = i, P 2520 317 _

Find the complex conjugate of each of the following:

(a 6+4+4i, 7—5i, 441i, —3—1, (b) 6, —3, 4i, —9i.
(@) 6+4i=6—4i, T—5i=7+5i, 4+i=4—i, —3—i=-3+i
(b) 6=6, —3=-3, 4i=—4i, —9i=9i

(Note that the conjugate of a real number is the original number, but the conjugate of a pure imaginary
number is the negative of the original number.)

Find zz and |z| when z = 3 + 4i.
For z = a + bi, use zz = a* + b and z = \/zz = Va? + b2.
zz=9+4 16 =25, lzZl =v25=5

—7i
+3i
To simplify a fraction z/w of complex numbers, multiply both numerator and denominator by w, the
conjugate of the denominator:

27 (2-7)(5-3i) —11-41i 11 41,

= = = —— ——1
543i  (5+360)(5-3i0) 34 34 34

2
Simpify 5
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1.35. Prove: For any complex numbers z, w € C, (i) z+w=Zz+w, (il) zw =zw, (iii) Z = z.

1.36.

1.37.

1.38.

1.39.

Suppose z = a + bi and w = ¢ + di where a,b,c,d € R.

(i) z+w= (a+bi)+(c+di) = (a+c)+(b+d)i
= (a+c)—(b+d)i = a+c—bi—di
= (a—bi)+(c—di) = z+w
(a+bi)(c+di) = (ac—bd)+ (ad + be)i
(ac — bd) — (ad + bc)i = (a — bi)(c —di) = zw

(i) z=a+bi=a—bi=a—(-bli=a+bi=z

(i) zw

Prove: For any complex numbers z,w € C, |zw| = |z||w].

By (ii) of Problem 1.35,

w? = (w)(Ew) = (@w)(zw) = (2)(ww) = |’

The square root of both sides gives us the desired result.

Prove: For any complex numbers z,w € C, |z + w| < |z| + |w].

[wl

Suppose z = a + bi and w = ¢ + di where a,b,c,d € R. Consider the vectors u = (a,b) and v = (¢,d) in

RZ. Note that

|2l = Va2 + b = [Jull, Wl = Ve +d = v

and

lz+wl =|(a+c)+ (b+d)i| = \/(a+c)2+(b+d)2: l(a+c,b+d)| =|u+ v

By Minkowski’s inequality (Problem 1.15), [ju + o|| < |[u|| + ||v]|, and so
[z +wl = llu+ ol < Jlufl +[oll = 2] + [w]

Find the dot products u-v and v-u where: (a) u=(1—2i, 3+1i), v=(4+2i, 5—6i),

(b) w=(3—2i, 4, 1+6i), v=(5+i, 2—3i, 7+ 2i).

Recall that conjugates of the second vector appear in the dot product

(Z1yeoszy) - Wiy oo yw,) = 2w + -+ +2,W,
(@) u-v=(1-2i)(4+2i)+ (3+1i)(5— 6i)
= (1-20)(4—2i)+ (3+1)(5+6i)) = —10i+9+23i = 9+13i
vou=(4+2))(1 -2+ (5-6)(3+1i)
= (4 +2)(1+20) +(5—6)(3—1i) = 10i +9—23i = 9— 13i
) u-v=03-=20)(5+i)+ (4i)(2 = 3i) + (1 + 6i)(7 + 2i)
= (3= 21)(5— 1) + (40)(2 +31) + (1 + 6i)(7 — 2i) = 20+ 35i
vou=(5+1)(3—2i)+ (2 —3i)(4i) + (7 + 2i)(1 + 61)
= (5+1)(3+2i) + (2 — 30)(—4i) + (7 + 2i)(1 — 6i) = 20 — 35i

In both cases, v - u = w-v. This holds true in general, as seen in Problem 1.40.

Let u= (7 —2i, 2+ 5i)and v= (1414, —3 — 6i). Find:

@ u+w, (b) 2iu, (© B-i)w, (d) u-w, (e) ||u| and ||v]|.

@ ut+tv=(T-2i+1+4i, 24+5-3-6i)=(8—1i, —1—1)
(b) 2iu = (14i — 4%, 4i +102) = (4 + 14i, —10 + 4i)
(© B—i)v=03+3i—i—i —9—18i+3i+6i%) = (4+2i, —15—15})
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1.40.

(d) u-v=(7-=20)(1+1)+(2+5i)(=3 - 6i)
= (7—20)(1 =)+ (24+5)(=3+6i) = 5—9 —36—3i = 31— 12i

(e) [lull = \/72 Y 422 +52=/82 and ||v]| = \/12+ 12 4 (=3)% + (—6)2 = V47

Prove: For any vectors u,v € C" and any scalar z € C, (i) u-v="1v-u, (ii) (zu) - v =z(u - v),
(iii) u - (zv) = Z(u - v).

Suppose u = (21,23, ...,2,) and v = (W, wy,..., W,).

(i) Using the properties of the conjugate,

VU =WZ| +WyZy + -+ W,Z, =W Z] +WyZy + -~

=Wz +WyzZp + - W, Z, =ZW + oWy + -0
(i) Because zu = (zz;,zz,,. . .,2z,),
(zu) - v = zz\Wy + z2yWy + - -+ + 22,W, = z(z)W) + 2,y + -+ +2Z,W,) = z(u - V)

(Compare with Theorem 1.2 on vectors in R”.)
(iii) Using (i) and (ii),

u-(zv)=(zv)-u=z(v-u) =z(v-u) =z(u - v)

SUPPLEMENTARY PROBLEMS

Vectors in R"

1.41.

1.42,

1.43.

1.44.

1.45.

1.46.

1.47.

Letu=(1,-2,4), v=(3,5,1), w=(2,1,-3). Find:

(a) 3u—2u (b) Su-+3v— 4w, ) wu-v, u-w, v-w @ |, vl
(e) cos®, where 0 is the angle between u and v; (f) d(u,v); (g) proj(u,v).

1 2 3
Repeat Problem 1.41 for vectors u = [ 3], v = {1] , W= [—2].

Let u = (2,-5,4,6,—3) and v = (5,-2,1,—7,—4). Find:
(@) 4u—3v; (b) Su+2v; () wu-v; (d) |u| and ||v|; (e) proj(u,v); (f) d(u,v).

Normalize each vector:

1 13
= (5,-7); = (1,2, -2,4); — (=, —=.2).
@ u=(5-7: ® v=(12-24; @© w (2, 3,4)
Let u=(1,2,-2), v=(3,—12,4), and k = —3.
(@) Find [jul, [[vll, [Ju+oll, [ku.
(b) Verify that |[kul| = |k[|ju]| and [ju + v|| < [lu]] + [|v].

Find x and y where:

(a) (xv y+1):(y_27 6)’ (b) x(zvy):y(lv_z)'

Find x,y,z where (x, y+ 1, y+z) = 2x+y, 4, 3z2).
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1.48.

1.49.

1.50.

Write v = (2,5) as a linear combination of u, and u,, where:
(@ u :(1,2) and u2:(3:5);
(b) uy = (37 —4) and Uy = (27 —3)

9 1 2 4
Write v = | —3 | as a linear combination of u; = |3 |, u, = S|,u3=|-2
16 3 —1 3

Find £ so that u and v are orthogonal, where:
(@ u= 3,k —-2),v=(6,—4,-3);

(b) u=(5k —4,2),v=(1,-3,2,2k);

@ u=1,7 k+2, =2),v=3,k,-3,k).

Located Vectors, Hyperplanes, Lines in R"

1.51.

1.52.

1.53.

Find the vector v identified with the directed line segment Pb for the points:
(@) P(2,3,—7) and QO(1,—6,—5) in R%;
(b) P(1,-8,—4,6) and O(3, 5,2, —4) in R

Find an equation of the hyperplane H in R* that:
(a) contains P(1,2,—3,2) and is normal to u = [2,3, -5, 6];
(b) contains P(3,—1,2,5) and is parallel to 2x; — 3x, + 5x3 — 7x, = 4.

Find a parametric representation of the line in R* that:
(a) passes through the points P(1,2,1,2) and Q(3,-5,7,-9);
(b) passes through P(1,1,3,3) and is perpendicular to the hyperplane 2x; + 4x, + 6x; — 8x, = 5.

Spatial Vectors (Vectors in R3), ijk Notation

1.54.

1.55.

1.56.

1.57.

1.58.

Given u =3i—4j+2k, v=2i+5j—3k, w=4i+7j+2k. Find:
(@) 2u—3v (b) 3u+4v— 2w ©) u-v, u-w, v-w @ lull, ol Nwll-

Find the equation of the plane H:

(a) with normal N = 3i — 4j + 5k and containing the point P(1,2, —3);

(b) parallel to 4x + 3y — 2z = 11 and containing the point Q(2, —1,3).
Find the (parametric) equation of the line L:

(a) through the point P(2,5,—3) and in the direction of v = 4i — 5j + 7Kk;
(b) perpendicular to the plane 2x — 3y 4+ 7z = 4 and containing P(1, —5,7).

Consider the following curve C in R3 where 0 < ¢ < 5:
F(t)=F£i—£j+ (2t —3)k

(a) Find the point P on C corresponding to ¢ = 2.

(b) Find the initial point Q and the terminal point Q’.

(c) Find the unit tangent vector T to the curve C when ¢t = 2.

Consider a moving body B whose position at time ¢ is given by R(f) = %i+ £3j+ 3¢tk. [Then
V(t) =dR(t)/dt and A(t) = dV(t)/dt denote, respectively, the velocity and acceleration of B.] When
t = 1, find for the body B:

(a) position; (b) velocity v; (c) speed s; (d) acceleration a.
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1.59. Find a normal vector N and the tangent plane H to each surface at the given point:

(a) surface ¥’y + 3yz = 20 and point P(1,3,2);
(b) surface x* + 3y? — 5z = 160 and point P(3, 2, 1).

Cross Product

1.60. Evaluate the following determinants and negative of determinants of order two:

@ 2% 3 -6 4 -2
D13 6P |1 —4p 7 -3

6 4 1 -3 8 -3
D e e

1.61. Given u=3i—4j+2k, v=2i+5j—-3k, w=4i+7j+ 2k, find:

(a) uxw, b)) uxw, () vxw.

1.62. Givenu =[2,1,3], v=[4,-2,2], w=1,1,5], find:

(a) uxw, ®) uxw, () vxw.

1.63. Find the volume V' of the parallelopiped formed by the vectors u, v, w appearing in:
(a) Problem 1.60 (b) Problem 1.61.

1.64. Find a unit vector u orthogonal to:

(a v=][1,2,3)and w=[1,—1,2];
(b) v=3i—j+2kand w=4i—2j— k.

1.65. Prove the following properties of the cross product:

(@ uxv=—(vxu) (d ux(v+w)=(uxv)+ (uxw)
(b) u x u =0 for any vector u (&) (v+w)xu=(vxu)+ (wxu)
(¢) (ku) x v="rk(uxv)=ux (kv) (f)y uxov)yxw=w-wov—(v-wu

Complex Numbers
1.66. Simplify:
@ G-10+2);  © (-5%  © s

N3
e © (-

(d)

470

2+3l 215 25 34, 1 ?
—5 @ B @ (3=)-

1.68. Letz=2—5iand w= 7+ 3i. Find:
(@) v+w (b) zw; (c) z/w; (d zw @ |z, [w|

1
1.67. Simplify: @) 5 ()

1.69. Show that for complex numbers z and w:

(@ Rez=1(z+2), (b) Imz=1(z—2), (c) zw=0 implies z=0 or w=0.

Vectors in C"
1.70. Letu = (14 7i, 2 —6i) and v = (5 — 2i, 3 —4i). Find:
@ u+v () B+idu (¢) 2iu+@+7Hv (d) wu-v (e) |u] and |v].
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1.71. Prove: For any vectors u, v,w in C":

@ u+v) - w=u-wt+ov-w, (b) w-(u+v)=w-u+w-u.

1.72. Prove that the norm in C" satisfies the following laws:

[N,] For any vector u, ||u|| > 0; and ||u|| = 0 if and only if u = 0.
[N,] For any vector u and complex number z, ||zu|| = |z|||u]|.

[N;] For any vectors u and v, |ju + v|| < |jul| + [|v]|.

ANSWERS TO SUPPLEMENTARY PROBLEMS

1.41. (@) (-3,-16,4); (b (6135; (o) —-3,12,8  (d) V21, V35 V14
@ -3/V2IV35 () V62, (® -4 (BS5)=(%-2-D

1.42. (Column vectors) (a) (—1,7,—-22); (b) (—1,26,-29); (¢) —15,-27,34;
d) v26,V30; (o) —15/(v26v30); () V86 (o) —Pv=(-1,—%,-3)

1.43. (a) (—13,-14,13,45,0); (b) (20,-29,22,16,-23); (c) —6; (d) +/90,/95;
) —&v  (f) V167

1.44. (@) (5/V76, 9/V76): () (.3 —% 9 (9 (6/VI33, —4V133, 9V133)
1.45. (a) 3, 13, V120, 9

1.46. (a) x=-3, y=5; b)) x=0, y=0, and x=1, y=2

1.47. x=-3, y=3, z=3
1.48. (a) v=>5u; —u; (b) v=16u; —23u,
1.49. v=3u; —u, +2u,

1.50. (a) 6; b) 3; ()

[(S][%)

1.51. (a) v=[-1,-92]; (b [2,3,6,—10]

1.52. (a) 2x; +3x), —5x3+6x, =35,  (b) 2x; —3xy + 5x3 — Txy = —16

1.53. (a) [2t+1, =7t+2, 6t+1, —11t+2]; (b) [2¢+1, 4t+1, 61+3, —8t+3]
1.54. (a) —23j+13k; (b) 9i—6j—10k; (c) —20,—12,37; (d) +/29,V38,V/69
1.55. (a) 3x—4y+5z2=-20; (b) 4x—+3y—2z=—1

1.56. (a) [4r+2, —5t+5, 7t—3]; (b) [2t+1, =3t—5, 7t+7]

1.57. (a) P=F(2)=8i—4j+k (b)) 0=F(0)= -3k, Q' =F(5)=125i — 25j + 7k;
() T =(6i—2j+k)/V4l

158. (a) i+j+2k  (b) 2i+3j+2k; (c) V17, (d) 2i+6j

1.59. (a) N=6i+7j+9, 6x+7y+9z=45  (b) N=6i—12j— 10k, 3x—6y—5z=16
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1.60.

1.61.

1.62.

1.63.

1.64.

1.66.

1.67.

1.68.

1.69.

1.70.

(@)
(a)
(a)
(a)
(@)
(a)
(a)
(©)

(a)
(d)

-3,-6,26; (b) —2,-10,34
2i+13j+23k; (b)) —22i+2j+37k;  (c) 3li— 16j — 6k

[5.8,—6]; (b) [2,-7,1]; (o) [-7,—18,5]

143;  (b) 17

(7,1,-3)/v/359;  (b) (5i+ 11j—2k)//150

50 —55i;; (b)) —16—30i; (c) &=(4+7); (D) F(1+3i); () —2-2i
-1 () H(+27); (¢ —li—-1; (4 35(4+30)

9-2i; (b)) 29-29; (¢) F(-1-41); (&) 2+5i, 7-3i; () V29,58
Hint: If zw = 0, then |zw| = |z|]|[w| = 0| = 0

(6+5i, 5—10i); (b) (—4+22i, 12—16i); (c) (—8—4li, —4 —33i);
1242i;  (e) 90, V54



Algebra of Matrices

2.1 Introduction

This chapter investigates matrices and algebraic operations defined on them. These matrices may be
viewed as rectangular arrays of elements where each entry depends on two subscripts (as compared with
vectors, where each entry depended on only one subscript). Systems of linear equations and their
solutions (Chapter 3) may be efficiently investigated using the language of matrices. Furthermore, certain
abstract objects introduced in later chapters, such as ‘‘change of basis,”” ‘linear transformations,”” and
“‘quadratic forms,”” can be represented by these matrices (rectangular arrays). On the other hand, the
abstract treatment of linear algebra presented later on will give us new insight into the structure of these
matrices.

The entries in our matrices will come from some arbitrary, but fixed, field K. The elements of K are
called numbers or scalars. Nothing essential is lost if the reader assumes that K is the real field R.

2.2 Matrices

A matrix A over a field K or, simply, a matrix A (when K is implicit) is a rectangular array of scalars
usually presented in the following form:

al l 6112 ... aln
4= | %1 92 2p
Ami A2 Ay

The rows of such a matrix A4 are the m horizontal lists of scalars:

(a1 a12,---5a1,), (@y,Gy,...,80,), -y (@1, Gpas - s Apy)

and the columns of A are the n vertical lists of scalars:

ary ap a1p

ay as arp
, s ey

Am Ay A

Note that the element a;;, called the ij-entry or ij-element, appears in row i and column j. We frequently
denote such a matrix by simply writing 4 = [a;].

A matrix with m rows and n columns is called an m by n matrix, written m x n. The pair of numbers m
and 7 is called the size of the matrix. Two matrices 4 and B are equal, written 4 = B, if they have the
same size and if corresponding elements are equal. Thus, the equality of two m x n matrices is equivalent
to a system of mn equalities, one for each corresponding pair of elements.

A matrix with only one row is called a row matrix or row vector, and a matrix with only one column is
called a column matrix or column vector. A matrix whose entries are all zero is called a zero matrix and

will usually be denoted by 0.
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Matrices whose entries are all real numbers are called real matrices and are said to be matrices over R.
Analogously, matrices whose entries are all complex numbers are called complex matrices and are said to
be matrices over C. This text will be mainly concerned with such real and complex matrices.

EXAMPLE 2.1

(a) The rectangular array 4 = Ll) _§ ;] is a 2 x 3 matrix. Its rows are (1, —4,5) and (0,3, —2),
and its columns are B

o) 5] [

- . 0 0 0 O
(b) The 2 x 4 zero matrix is the matrix 0 = [ 00 0 O]'
(c) Find x,y,z,t such that

x+y 2z+t| |3 7
x—y z—t| |1 5

By definition of equality of matrices, the four corresponding entries must be equal. Thus,
x+y=23, x—y=1, 2z+t=17, z—t=>5

Solving the above system of equations yields x =2,y =1,z=4, t = —1.

2.3 Matrix Addition and Scalar Multiplication

Let 4 = [a;] and B = [b;] be two matrices with the same size, say m x n matrices. The sum of 4 and B,
written 4 + B, is the matrix obtained by adding corresponding elements from 4 and B. That is,

a11+b11 a12+b12 aln+bln
4 + B — (2531 + b21 [25)) + b22 e ay, + b2n
A1 + bml A + bm2 cee Oy + bmn

The product of the matrix A by a scalar k, written k- A or simply k4, is the matrix obtained by
multiplying each element of 4 by k. That is,

kay,, kay, ... kay,
kA _ kazl ka22 e kazn
kaml kamz e kamn

Observe that 4 + B and kA4 are also m x n matrices. We also define
—A=(-1)4 and A—B=A4+(-B)

The matrix —4 is called the negative of the matrix 4, and the matrix 4 — B is called the difference of A
and B. The sum of matrices with different sizes is not defined.
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1 -2 3 4 6 8
EXAMPLE 2.2 LetAf[O 4 5} andBf{1 3 _J.Then

1+4 -2+6 3+38 [5 4 111
A+B= =
0+1 4+(=3) 5+(-7) 11 =2
e l3(1) 3(=2) 3(3) _ r —6 9]
3(0)  3(4) 3(5) 0 12 15

2 -4 6 —-12 —-18 -24 —-10 —-22 -—18
24 -3B = + _
0 8 10 -3 9 21 -3 17 31

The matrix 24 — 3B is called a linear combination of A and B.
Basic properties of matrices under the operations of matrix addition and scalar multiplication follow.

THEOREM 2.1: Consider any matrices A, B, C (with the same size) and any scalars k and k’. Then

() (A+B)+C=A+(B+C), (v) Kk(A4+B)=kA+kB,

(i) A+0=0+A4=4, (vi)  (k+K)4=kd+ KA,
(i) A+ (—A)=(—A)+4=0, (vii) (kk')4=k(KA),
(iv) A+B=B+4, (vii) 1-4=A.

Note first that the 0 in (ii) and (iii) refers to the zero matrix. Also, by (i) and (iv), any sum of matrices
Al +A2++An

requires no parentheses, and the sum does not depend on the order of the matrices. Furthermore, using
(vi) and (viii), we also have

A+A=24, A+A+A4=34,

and so on.

The proof of Theorem 2.1 reduces to showing that the ij-entries on both sides of each matrix equation
are equal. (See Problem 2.3.)

Observe the similarity between Theorem 2.1 for matrices and Theorem 1.1 for vectors. In fact, the
above operations for matrices may be viewed as generalizations of the corresponding operations for
vectors.

2.4 Summation Symbol

Before we define matrix multiplication, it will be instructive to first introduce the summation symbol X
(the Greek capital letter sigma).
Suppose f (k) is an algebraic expression involving the letter k. Then the expression

> f(k)  orequivalently S S (k)

has the following meaning. First we set £ = 1 in f(k), obtaining
()

Then we set k = 2 in f(k), obtaining f(2), and add this to f(1), obtaining
S +£Q2)
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Then we set k = 3 in f(k), obtaining /(3), and add this to the previous sum, obtaining
S +/2)+73)

We continue this process until we obtain the sum
S +72)+---+f(n)

Observe that at each step we increase the value of £ by 1 until we reach n. The letter k is called the index,
and 1 and » are called, respectively, the lower and upper limits. Other letters frequently used as indices
are i and j.

We also generalize our definition by allowing the sum to range from any integer n; to any integer n,.
That is, we define

S5 () = £(n) £y + 1) 4L +2) 4+ ()

k=n,
EXAMPLE 2.3

5 n
(@ Y x=x+x+x3+x,+x5 and Y ab;=ab +ab,+ - +a,b,
k=1 i=1

1

5
(b) Zj2=22+32+42+52=54 and Zaixi:a0+a1x+a2x2+...+anxn

n
j=2 i=0

p
(¢) kZl agby = anby; + apby + apby + - +a;,b,

2.5 Matrix Multiplication

The product of matrices 4 and B, written 4B, is somewhat complicated. For this reason, we first begin
with a special case.

The product 4B of a row matrix 4 = [¢,] and a column matrix B = [b,] with the same number of
elements is defined to be the scalar (or 1 x 1 matrix) obtained by multiplying corresponding entries and
adding; that is,

b,

AB:[al,az,...,an] b2 :alb1+a2b2+"'+anbn:Zakbk
=1
b

n

We emphasize that 4B is a scalar (or a 1 x 1 matrix). The product 4B is not defined when 4 and B have
different numbers of elements.

EXAMPLE 2.4
3
@ [7,-4,5]] 2| =73)+(-49)(2)+5(-1)=21-8-5=38
-1
4
(b) [6,—-1,8,3] :g =2449—-16+15=32
5

We are now ready to define matrix multiplication in general.
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DEFINITION:  Suppose 4 = [a;] and B = [b;] are matrices such that the number of columns of 4 is
equal to the number of rows of B; say, 4 is an m X p matrix and B is a p X n matrix.
Then the product AB is the m x n matrix whose ij-entry is obtained by multiplying the
ith row of 4 by the jth column of B. That is,

(2531 alp bl] bl] bln C11 Cin
all oo aip . oo . . e . - . CU
aml .o amp bpl .o bp] NN bpn le Cmn

P
where ¢y = anby; +apby + - +ay,b, = ayby
=1

The product 4B is not defined if 4 is an m X p matrix and B is a ¢ X n matrix, where p # gq.

EXAMPLE 2.5

. 1 3 2 0 -4
(a) Find 4B where 4 = [2 _1} and B = [5 5 6}

Because 4 is 2 x 2 and B is 2 x 3, the product 4B is defined and 4B is a 2 x 3 matrix. To obtain
the first row of the product matrix 4B, multiply the first row [1, 3] of 4 by each column of B,

HI R

respectively. That is,

AB: =

[24+15 0—6 —4+18} [17 —6 14]

To obtain the second row of 4B, multiply the second row [2, —1] of 4 by each column of B. Thus,

[ 17 -6 14 17 -6  14]
AB*_4f5 0+2 86] [1 2 —14]

(b) Suppose 4 = {1 2} and B = [5 6]. Then

3 4 0 -2
[ 540 6-4] [5 2 _[5+18 10+24] [23 34
AB_[15+0 18—8}_[15 10] and — BA=1" ¢ 0—8]_{—6 —8]

The above example shows that matrix multiplication is not commutative—that is, in general,
AB # BA. However, matrix multiplication does satisfy the following properties.
THEOREM 2.2: Let 4, B, C be matrices. Then, whenever the products and sums are defined,
(i) (4AB)C = A(BC) (associative law),
(i) A(B+ C) =AB+ AC (left distributive law),
(iii) (B4 C)4 = BA + CA (right distributive law),
(iv) k(4B) = (kA)B = A(kB), where k is a scalar.

We note that 04 = 0 and BO = 0, where 0 is the zero matrix.
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2.6 Transpose of a Matrix

The transpose of a matrix 4, written A7, is the matrix obtained by writing the columns of 4, in order, as
rows. For example,

T 1 4 1
[i g 2} =2 5 and [1,-3,-5]" = | -3
3 6 -5

In other words, if 4 = [a;] is an m x n matrix, then 4™ = [b;] is the n x m matrix where b; = aj;.

Observe that the tranpose of a row vector is a column vector. Similarly, the transpose of a column
vector is a row vector.

The next theorem lists basic properties of the transpose operation.

THEOREM 2.3: Let 4 and B be matrices and let k be a scalar. Then, whenever the sum and product are

defined,
(i) A+B) =4 +B, (iii) (kd)" = kA",
(i) (AN =4, (iv) (4B)" =BTAT.

We emphasize that, by (iv), the transpose of a product is the product of the transposes, but in the
reverse order.

2.7 Square Matrices

A square matrix is a matrix with the same number of rows as columns. An n X n square matrix is said to
be of order n and is sometimes called an n-square matrix.

Recall that not every two matrices can be added or multiplied. However, if we only consider square
matrices of some given order n, then this inconvenience disappears. Specifically, the operations of
addition, multiplication, scalar multiplication, and transpose can be performed on any » x »n matrices, and
the result is again an n X n matrix.

EXAMPLE 2.6 The following are square matrices of order 3:

1 2 3 2 =5 1
A=|-4 -4 -4 and B=10 3 -2
5 6 7 1 2 —4

The following are also matrices of order 3:

3 -3 4 2 4 6 1 —4 5
A+B=|-4 -1 -6/, 24=|-8 -8 -8, AT=12 -4 6
6 8 3 10 12 14 3 -4 7

5 7 —15 27 30 33

AB=|-12 0 20/, BA=|-22 —24 -26

17 7 =35 —27 —-30 -33

Diagonal and Trace

Let 4 = [a;] be an n-square matrix. The diagonal or main diagonal of 4 consists of the elements with the
same subscripts—that is,

ayy, dp, dzzy, .., dyy
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The trace of A, written tr(4), is the sum of the diagonal elements. Namely,
tr(d) = aj +ay+as+-- +a,

The following theorem applies.

THEOREM 2.4: Suppose 4 = [a;] and B = [b;] are n-square matrices and & is a scalar. Then
(i) tr(4d+B)=tr(4) +tr(B), (iii) tr(4T) = tr(4),
(if) tr(kAd) = k tr(A4), (iv) tr(4B) = tr(BA).

EXAMPLE 2.7 Let 4 and B be the matrices 4 and B in Example 2.6. Then
diagonal of 4 = {1,—4,7} and tr(d)=1—-4+7=4
diagonal of B = {2,3, —4} and tr(B)=2+4+3-4=1

Moreover,
tr(d+B)=3—-1+3=5, tr(24) =2 -8+ 14=8, tr(A")=1-4+7=4
tr(4B) =5+ 0 — 35 = -30, tr(B4A) =27 —24 —33 = =30

As expected from Theorem 2.4,
tr(4 + B) = tr(4) + tr(B), tr(47) = tr(4), tr(24) =2 tr(4)

Furthermore, although 4B # BA, the traces are equal.

Identity Matrix, Scalar Matrices

The n-square identity or unit matrix, denoted by /,, or simply /, is the n-square matrix with 1’s on the
diagonal and 0’s elsewhere. The identity matrix / is similar to the scalar 1 in that, for any n-square matrix
4,

Al =14 =4

More generally, if B is an m X n matrix, then Bl, = [,,B = B.
For any scalar &, the matrix &/ that contains k£’s on the diagonal and 0’s elsewhere is called the scalar
matrix corresponding to the scalar k. Observe that

(kINA = k(I4) = kA
That is, multiplying a matrix A by the scalar matrix &/ is equivalent to multiplying 4 by the scalar k.

EXAMPLE 2.8 The following are the identity matrices of orders 3 and 4 and the corresponding scalar
matrices for k = 5:

S O =
S = O
—_ o O
S O W
S w»n O
wn O O

1 5

Remark 1: It is common practice to omit blocks or patterns of 0’s when there is no ambiguity, as
in the above second and fourth matrices.

Remark 2: The Kronecker delta function d,; is defined by

5.0 if i)
P71 ifi=j

Thus, the identity matrix may be defined by 7 = [9,].
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2.8 Powers of Matrices, Polynomials in Matrices

Let 4 be an n-square matrix over a field K. Powers of A are defined as follows:
A? = 44, A3 = 4%4, A = 474, and A°=1
Polynomials in the matrix 4 are also defined. Specifically, for any polynomial

f(x) =ay+ax+ax®+-- +ax"
where the a; are scalars in K, f(4) is defined to be the following matrix:

f(A) = agl +a1A + ayA* + -+ a,A"

[Note that f'(4) is obtained from f(x) by substituting the matrix A4 for the variable x and substituting the
scalar matrix a,/ for the scalar a,.] If f(4) is the zero matrix, then A4 is called a zero or root of f(x).

EXAMPLE 2.9 Suppose 4 = B _i . Then

, [ 211 2] [ 7 =6] s oo, [ 7 —6][1 2] [-11 38
4 _[3 4|3 4| T |9 o) W A=LA=] 5 nll3 4T 57 106
Suppose f(x) = 2x* — 3x + 5 and g(x) = x*> + 3x — 10. Then

ool 7 O] 5[t 2] [ O)_[ 16 -18
S = {—9 22}_ [3 4] {0 1}_[—27 61]

g(A):U ;ﬂﬁ[; _i]—lou ﬂ:[g g]

Thus, 4 is a zero of the polynomial g(x).

2.9 Invertible (Nonsingular) Matrices

A square matrix A is said to be invertible or nonsingular if there exists a matrix B such that
AB=BA =1

where / is the identity matrix. Such a matrix B is unique. That is, if AB| = BjA =1 and AB, = B,4A =1,
then

B, =B\l =B(4B,) = (B)4)B, = IB, = B,

We call such a matrix B the inverse of A4 and denote it by A~!. Observe that the above relation is
symmetric; that is, if B is the inverse of 4, then 4 is the inverse of B.

EXAMPLE 2.10 Suppose that 4 = ﬁ g] and B = [_:; 7;] Then

C[6-5 —10+10] [1 0 [ 6-5 15-15] [1 0
AB=13_3 —5+6]{0 1} and BA[—2+2 —5+6]{0 1]

Thus, A and B are inverses.

It is known (Theorem 3.16) that AB = [ if and only if B4 = I. Thus, it is necessary to test only one
product to determine whether or not two given matrices are inverses. (See Problem 2.17.)
Now suppose A4 and B are invertible. Then AB is invertible and (AB)_l = B~ '47!. More generally, if
Ay, 4,,...,A, are invertible, then their product is invertible and
(A Ay . A) =4t 447!

the product of the inverses in the reverse order.
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Inverse of a 2 x 2 Matrix

Let A be an arbitrary 2 x 2 matrix, say 4 = {Z 2] We want to derive a formula for 4~!, the inverse

of A. Specifically, we seek 2% = 4 scalars, say X1, Y1» X2, V5, such that

a b xl X2 o 1 0 - a.xl + byl ax2 + by2 o 1 0
c dl|y, »| |0 1 cxy+dy, exy+dy, | |01
Setting the four entries equal to the corresponding entries in the identity matrix yields four equations,
which can be partitioned into two 2 x 2 systems as follows:
ax, + by, =1, ax, + by, =0
cxXq + dyl = 0, CXy + dyz =1
Suppose we let |[A| = ab — bc (called the determinant of A). Assuming |4| # 0, we can solve uniquely for
the above unknowns x,, y;, X,, ,, obtaining

d —c —b a

X = — = — Xy = — = —

1 |A|7 b3 |A|7 2 |A|7 V2 |A|
Accordingly,

o fa B[ dnal b/l _ 1 [ d b
e d] | —c/|A]  a/lAl| 4| |-c a
In other words, when |4| # 0, the inverse of a 2 x 2 matrix 4 may be obtained from 4 as follows:

(1) Interchange the two elements on the diagonal.
(2) Take the negatives of the other two elements.
(3) Multiply the resulting matrix by 1/|4] or, equivalently, divide each element by |4]|.

In case |A| = 0, the matrix 4 is not invertible.

EXAMPLE 2.11 Find the inverse of 4 = [i z} and B = B 2]

First evaluate |4| = 2(5) — 3(4) = 10 — 12 = —2. Because |4| # 0, the matrix 4 is invertible and

_ 1 5 -3 -2 3
1_ - — 2 2
4 —2[—4 2] [ 2 —1]

=6

Now evaluate |B| = 1(6) — 3(2) — 6 = 0. Because |B| = 0, the matrix B has no inverse.

Remark: The above property that a matrix is invertible if and only if 4 has a nonzero determinant
is true for square matrices of any order. (See Chapter 8.)

Inverse of an n x n Matrix

Suppose A is an arbitrary n-square matrix. Finding its inverse 4~! reduces, as above, to finding the
solution of a collection of n x n systems of linear equations. The solution of such systems and an efficient
way of solving such a collection of systems is treated in Chapter 3.

2.10 Special Types of Square Matrices

This section describes a number of special kinds of square matrices.

Diagonal and Triangular Matrices

A square matrix D = [d;] is diagonal if its nondiagonal entries are all zero. Such a matrix is sometimes
denoted by

D= diag(d117d227 oo 7dnn)
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where some or all the d;; may be zero. For example,

6
300 40 0
0 =7 01 0 -5 -9
0 0 2

8

are diagonal matrices, which may be represented, respectively, by
diag(3,-7,2), diag(4, -95), diag(6,0,—9,8)

(Observe that patterns of 0’s in the third matrix have been omitted.)
A square matrix 4 = [a,-j] is upper triangular or simply triangular if all entries below the (main)
diagonal are equal to O—that is, if @; = 0 for i > j. Generic upper triangular matrices of orders 2, 3, 4 are
as follows:

€11 €12 €13 Cu4

ap ap b b bis Cxn €3 O
O ay ’ b22 b23 9 33 C34
b33 Cas

(As with diagonal matrices, it is common practice to omit patterns of 0’s.)
The following theorem applies.

THEOREM 2.5: Suppose 4 = [a;;] and B = [b,

;] are n x n (upper) triangular matrices. Then

.
(i) A+ B, kA, AB are triangular with respective diagonals:

(all +b117 ceey ann+bnn)v (ka117 teey kann): (allbll? ceey annbnn)

(i)  For any polynomial f'(x), the matrix f(4) is triangular with diagonal

(f(all)vf(aZZ)v ce 7f<ann))

(iii) A4 is invertible if and only if each diagonal element a;; # 0, and when A~ exists
it is also triangular.

A lower triangular matrix is a square matrix whose entries above the diagonal are all zero. We note
that Theorem 2.5 is true if we replace ‘‘triangular’’ by either ‘‘lower triangular’’ or ‘‘diagonal.”’

Remark: A nonempty collection 4 of matrices is called an algebra (of matrices) if 4 is closed
under the operations of matrix addition, scalar multiplication, and matrix multiplication. Clearly, the
square matrices with a given order form an algebra of matrices, but so do the scalar, diagonal, triangular,
and lower triangular matrices.

Special Real Square Matrices: Symmetric, Orthogonal, Normal
[Optional until Chapter 12]

Suppose now A is a square matrix with real entries—that is, a real square matrix. The relationship
between A4 and its transpose A7 yields important kinds of matrices.

(a) Symmetric Matrices

A matrix 4 is symmetric if AT = A. Equivalently, 4 = la;] is symmetric if symmetric elements (mirror
elements with respect to the diagonal) are equal—that is, if each a; = a;.

A matrix 4 is skew-symmetric if AT = —4 or, equivalently, if each a; = —ay;. Clearly, the diagonal
elements of such a matrix must be zero, because a; = —a;; implies a; = 0.

(Note that a matrix 4 must be square if 47 = 4 or AT = —4.)
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2 -3 5 0 3 —4 100
EXAMPLE 2.12 Letd=|-3 6 7|(,B=[-3 0 5 »Cz{o 0 1]'
5 7 -8 4 =5 0

(a) By inspection, the symmetric elements in 4 are equal, or 47 = 4. Thus, 4 is symmetric.

(b) The diagonal elements of B are 0 and symmetric elements are negatives of each other, or B = —B.
Thus, B is skew-symmetric.

(c) Because C is not square, C is neither symmetric nor skew-symmetric.

(b) Orthogonal Matrices

A real matrix 4 is orthogonal if AT = A~'—that is, if AA” = A4 = I. Thus, A4 must necessarily be
square and invertible.

Ol O Ol

EXAMPLE 2.13 Let 4 = . Multiplying 4 by A” yields I; that is, 447 = I. This means

\Oloo Ol Ol—
Ol— Ol Ol

ATA4 =1, as well. Thus, AT = A~!; that is, 4 is orthogonal.

Now suppose 4 is a real orthogonal 3 x 3 matrix with rows
Uy = (a17a27a3)7 u2:(b1)b27b3>7 Uz = (clvc2vc3)

Because 4 is orthogonal, we must have 447 = 1. Namely,

a a, az||a b ¢ 1 0 0
AAT — bl b2 b3 az b2 C2 - O 1 0 - I
& (&) C3 as b3 C3 0 O 1

Multiplying 4 by A7 and setting each entry equal to the corresponding entry in / yields the following nine
equations:

a%+a%+a§ = 1, albl +a2b2 +a3b3 :0, a;cy +a202 +a3C3 =0

b1a1 +b202+b3a3 :O, b%‘i‘b%‘i‘b% = 1, blcl +b202+b303 :0
— _ 2 2 2 __

c1ay +C202 +C3a3 = 0, clbl +02b2 +C3b3 = 07 Cl +C2 +C3 =1

Accordingly, uy -uy =1, uy -uy = 1, u3 -us; = 1, and w; - u; = 0 for i # j. Thus, the rows u;, u,, u; are
unit vectors and are orthogonal to each other.

Generally speaking, vectors u, u,, ..., u, in R" are said to form an orthonormal set of vectors if the
vectors are unit vectors and are orthogonal to each other; that is,
0 ifi#j
“i'”f{l ifi=j

In other words, u; - u; = J,; where J;; is the Kronecker delta function.

We have shown that the condition 447 = I implies that the rows of 4 form an orthonormal set of
vectors. The condition A4 = I similarly implies that the columns of A also form an orthonormal set
of vectors. Furthermore, because each step is reversible, the converse is true.

The above results for 3 x 3 matrices are true in general. That is, the following theorem holds.

THEOREM 2.6: Let A4 be a real matrix. Then the following are equivalent:
(a) A is orthogonal.
(b) The rows of A form an orthonormal set.
(c) The columns of 4 form an orthonormal set.

For n = 2, we have the following result (proved in Problem 2.28).
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THEOREM 2.7: Let 4 be a real 2 x 2 orthogonal matrix. Then, for some real number 0,

| cosO sin0 _ [cos@ sin@}

o [—sin@ cos@} ot sin0 —cos0
(c) Normal Matrices

A real matrix A4 is normal if it commutes with its transpose A7 —that is, if 447 = AT A. If A is symmetric,

orthogonal, or skew-symmetric, then 4 is normal. There are also other normal matrices.
6 -3

EXAMPLE 2.14 Let A4 = 3 6l Then

r [6 =31 6 3] [45 0 r [ 6 3][6 -3
AA_L 6”—3 6}_{0 45] and AA_{—_% 6“3 6]

Because 447 = AT A4, the matrix A is normal.

45 0
0 45

2.11 Complex Matrices

Let 4 be a complex matrix—that is, a matrix with complex entries. Recall (Section 1.7) that if z = a + bi
is a complex number, then Z = a — bi is its conjugate. The conjugate of a complex matrix A, written A, is
the matrix obtained from 4 by taking the conjugate of each entry in 4. That is, if 4 = [a,], then A= by,
where b; = a;. (We denote this fact by writing 4 = [a;].)

The two operations of transpose and conjugation commute for any complex matrix 4, and the special
notation A" is used for the conjugate transpose of 4. That is,

A7 = (@) = ()
Note that if 4 is real, then 47 = A”. [Some texts use A* instead of A7 ]
248 5-3i 4-7i 2-80 0

EXAMPLE 2.15 Let 4 = ) . |. Then A7 = [ 5+3i 1+4i
61 1—4i 342 447 3_2i

Special Complex Matrices: Hermitian, Unitary, Normal [Optional until Chapter 12]

Consider a complex matrix 4. The relationship between A and its conjugate transpose A4 yields
important kinds of complex matrices (which are analogous to the kinds of real matrices described above).

A complex matrix 4 is said to be Hermitian or skew-Hermitian according as to whether
A'=4 or A" =-4

Clearly, 4 = [aij] is Hermitian if and only if symmetric elements are conjugate—that is, if each
a; = a;—in which case each diagonal element a; must be real. Similarly, if 4 is skew-symmetric,
then each diagonal element a;; = 0. (Note that 4 must be square if 47 = 4 or A = —4.)

A complex matrix A is unitary if ATA™" = A7 A" = [—that is, if

Al =471,

Thus, 4 must necessarily be square and invertible. We note that a complex matrix A is unitary if and only
if its rows (columns) form an orthonormal set relative to the dot product of complex vectors.

A complex matrix A4 is said to be normal if it commutes with 47—that is, if

AAY = 44
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(Thus, A must be a square matrix.) This definition reduces to that for real matrices when A is real.

EXAMPLE 2.16 Consider the following complex matrices:

3 1-2i 447 1 ST .
]
A= 1420 -4  —2 B=s| i 1 14 cz{zﬂl lizl
4—7i 2 5 14+i —1+i 0 ! !

(a) By inspection, the diagonal elements of 4 are real, and the symmetric elements 1 — 2i and 1 + 2i are
conjugate, 4 + 7i and 4 — 7i are conjugate, and —2i and 2i are conjugate. Thus, 4 is Hermitian.

(b) Multiplying B by B yields I; that is, BB = I. This implies BB = I, as well. Thus, B = B!,
which means B is unitary.

(c) To show C is normal, we evaluate CC* and C*C:
ccH — 2+ 3§ 1 2 —3i —i . 14 4 — 4i
o i 142§ 1 1-2i| |4+4i 6

14 44

. Heo_
and similarly C"C = [ 44 4 6

]. Because CC = CHC, the complex matrix C is normal.

We note that when a matrix A4 is real, Hermitian is the same as symmetric, and unitary is the same as
orthogonal.

2.12 Block Matrices

Using a system of horizontal and vertical (dashed) lines, we can partition a matrix 4 into submatrices
called blocks (or cells) of A. Clearly a given matrix may be divided into blocks in different ways. For
example,

=2, 01,3 121 0L _ 3 12 01 3
2 3057122 23,57 =2 2 3 _501_=2
310450 9] 311 4.5 9f 301 45 9
4 61-3 1. 8 4 6 ,-3 1 8 4 6 -3 1 8

The convenience of the partition of matrices, say A and B, into blocks is that the result of operations on 4
and B can be obtained by carrying out the computation with the blocks, just as if they were the actual
elements of the matrices. This is illustrated below, where the notation 4 = [4,;] will be used for a block
matrix 4 with blocks 4.

Suppose that 4 = [4;;] and B = [B,] are block matrices with the same numbers of row and column
blocks, and suppose that corresponding blocks have the same size. Then adding the corresponding blocks
of A and B also adds the corresponding elements of 4 and B, and multiplying each block of 4 by a scalar

k multiplies each element of 4 by k. Thus,

Ay +B Ay +B ... A,,+B
A+B= 21 21 22 22 2n 2n
Aml + Bml Am2 + BmZ N Amn + an
and
kAll kA12 ... kAln
kA — kAz] kA22 DR kA2n

kA,, kd,, ... k4

mn
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The case of matrix multiplication is less obvious, but still true. That is, suppose that U = [Uy;] and

V' = [V};] are block matrices such that the number of columns of each block Uy is equal to the number of

rows of each block Vy;. (Thus, each product Uy Vy; is defined.) Then

W Wy, ... W,
Wy Wy .. W,
Wml sz Wmn

The proof of the above formula for UV is straightforward but detailed and lengthy. It is left as an exercise
(Problem 2.85).

Square Block Matrices
Let M be a block matrix. Then M is called a square block matrix if

(1) M is a square matrix.
(i1) The blocks form a square matrix.
(iii) The diagonal blocks are also square matrices.

The latter two conditions will occur if and only if there are the same number of horizontal and vertical
lines and they are placed symmetrically.

Consider the following two block matrices:

1 2,3 4,5 1 2.3 4,5
11 111 11 101
A4=19 817 6.5 and B=1]9 8,7 6,5
4 414 414 4 414 414

3 5/3 5,3 35,3 5,3

The block matrix 4 is not a square block matrix, because the second and third diagonal blocks are not
square. On the other hand, the block matrix B is a square block matrix.

Block Diagonal Matrices

Let M = [4;] be a square block matrix such that the nondiagonal blocks are all zero matrices; that is,
A; =0 when i #j. Then M is called a block diagonal matrix. We sometimes denote such a block
diagonal matrix by writing

M:diag(All7A227... A ) or M:AlleaAzz@”’@Arr

) rr

The importance of block diagonal matrices is that the algebra of the block matrix is frequently reduced to
the algebra of the individual blocks. Specifically, suppose f(x) is a polynomial and M is the above block
diagonal matrix. Then /(M) is a block diagonal matrix, and

f(M) = diag(f(411),f(A),---.f(4,))

Also, M is invertible if and only if each 4,; is invertible, and, in such a case, M ! is a block diagonal
matrix, and
M~ = diag(4y], 4%, ..., 4,")
Analogously, a square block matrix is called a block upper triangular matrix if the blocks below the

diagonal are zero matrices and a block lower triangular matrix if the blocks above the diagonal are zero
matrices.
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EXAMPLE 2.17 Determine which of the following square block matrices are upper diagonal, lower
diagonal, or diagonal:

12,0 -;-i-g-ng 1'0 0 1 210
A= |3 415], B= 5‘0610, c=10,2 3], D=3 4,5
415 510 6'0 23, D=s 4,
006 SEREE 0'4 5 0 617

(a) A is upper triangular because the block below the diagonal is a zero block.
(b) B is lower triangular because all blocks above the diagonal are zero blocks.
(c) C is diagonal because the blocks above and below the diagonal are zero blocks.

(d) D is neither upper triangular nor lower triangular. Also, no other partitioning of D will make it into
either a block upper triangular matrix or a block lower triangular matrix.

SOLVED PROBLEMS

Matrix Addition and Scalar Multiplication
30 2
4 5 —6 7 1 8

(a) 4+ B, (b) 24 —3B.

21 Given 4 = {1 —2 3] and B = [_ },ﬁnd:

(a) Add the corresponding elements:

A+B:{1+3 -240 3+2}7[ 4 -2 5}

4-17 541 —-6+8| |-3 6 2

(b) First perform the scalar multiplication and then a matrix addition:
2 —4 6 -9 0 -6 -7 —4 0
24 3B = {8 10 —12] + [21 -3 —24} o [29 7 —36}

(Note that we multiply B by —3 and then add, rather than multiplying B by 3 and subtracting. This usually
prevents errors.)

t -1 2t z+t 3
Write each side as a single equation:
{3){ 3y} B { X +4 x+y+6]
3z 3t z+t—1 2t+3
Set corresponding entries equal to each other to obtain the following system of four equations:
3x=x+4, 3y=x+y+6, 3z=z+1t-1, 3t=2t+3
or 2x =4, 2y =6 +x, 2z=1t—1, t=3
The solutionisx =2,y =4,z=1,¢t=3.

2.2. Findx7y,z,twhere3[z y}:[ x 6]_1_{ 4 x—l—)’].

2.3. Prove Theorem 2.1 (i) and (v): (i) (A+B)+C =4+ (B+C), (v) k(4 + B) = kA + kB.
Suppose 4 = [a;], B = [b;], C = [c;]. The proof reduces to showing that corresponding #j-entries
in each side of each matrix equation are equal. [We prove only (i) and (v), because the other parts
of Theorem 2.1 are proved similarly.]
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(i) The ij-entry of 4 + B is a;; + by; hence, the ij-entry of (4 + B) + C'is (a;; + b;;) + c;;. On the other hand,
the ij-entry of B+ C is b; + c;; hence, the ij-entry of 4+ (B + C) is a; + (b; + ¢;). However, for

scalars in K,
(@ +by) +c;y = ay + (b +cj)

Thus, (4 + B) + C and 4 + (B + C) have identical ij-entries. Therefore, (4 + B) + C =4+ (B + C).
(v) The ij-entry of 4 + B is a; + by; hence, k(a;; + by;) is the ij-entry of k(4 + B). On the other hand, the ij-
entries of k4 and kB are ka;; and kb, respectively. Thus, ka; + kb;; is the ij-entry of k4 + kB. However,

for scalars in K,

i

k(a; + by) = ka; + kb,
Thus, k(4 + B) and kA4 + kB have identical ij-entries. Therefore, k(4 + B) = kA + kB.

Matrix Multiplication

4
3 N 5
2.4. Calculate: (a) [8,—4,5]| 2/, (b) [6,—1,7,5] 3 (c) [3,8,-2,4]| -1
-1 6

2

(a) Multiply the corresponding entries and add:

3
[8, —4,5] [ 2] =8(3) + (-4)(2) +5(-1) =24 -8 -5 =11
-1

(b) Multiply the corresponding entries and add:
4

-9
[6,~1,7,5]| | =24+9-21+10=22

2

(c) The product is not defined when the row matrix and the column matrix have different numbers of elements.

2.5. Let (r x s) denote an r x s matrix. Find the sizes of those matrix products that are defined:

(a (2x3)(3x4), () (1x2)(3x1), (e) (4x4)(3x3)
(b) (4x1)(1x2), (d (5x2)(2x3), ) (2x2)2x4)

In each case, the product is defined if the inner numbers are equal, and then the product will have the size of
the outer numbers in the given order.

(a) 2x4, (¢c) not defined, (e) not defined
(b) 4x2, (d 5x3, ) 2x4

1 3 2 0 -4 .
2.6. Letd= {2 _1] and B = [3 5 6]Fmd. (a) AB, (b) BA.

(a) Because 4 is a 2 x 2 matrix and B a 2 x 3 matrix, the product 4B is defined and is a 2 x 3 matrix. To

obtain the entries in the first row of 4B, multiply the first row [1,3] of A4 by the columns

2 0 —4 .
{3} , {72} , { 6} of B, respectively, as follows:

g [13][2 (0 4] _[249 0-6 —4+18) _[11 —6 14
T2 -1]|3 2 6| -
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To obtain the entries in the second row of 4B, multiply the second row [2, —1] of 4 by the columns of B:
1 3112 0 -4 11 —6 14
AB = =
2 —=1][3 =2 6 4-3 0+2 —-8-6

11 -6 14
1 2 14

Thus,

ap— |

(b) The size of B is 2 x 3 and that of 4 is 2 x 2. The inner numbers 3 and 2 are not equal; hence, the product
BA is not defined.

) 3 2 -1 0 6
2.7. Find 4B, where 4 = [4 5 5} and B= |1 3 -5 1
4 1 -2 2

Because 4 is a 2 x 3 matrix and B a 3 x 4 matrix, the product 4B is defined and is a 2 x 4 matrix. Multiply
the rows of 4 by the columns of B to obtain

4+3-4 -249-1 0-1542 12+3-2| | 3 6 —13 13
8—2420 —4—-6+5 0+10—10 24—2+10| |26 -5 0 32|

2.8. Find: (a) {_; gH_ﬂ (b) [_%H_; ﬂ (©) [2’_7][—; g]

(a) The first factor is 2 x 2 and the second is 2 x 1, so the product is defined as a 2 x 1 matrix:

= sl]- ] []

(b) The product is not defined, because the first factor is 2 x 1 and the second factor is 2 x 2.

an~ |

(c) The first factor is 1 x 2 and the second factor is 2 x 2, so the product is defined as a 1 x 2 (row) matrix:

[2,77]{7; 2} — 2421, 1235 = [23,-23]

2.9. C(learly, 04 = 0 and 40 = 0, where the 0’s are zero matrices (with possibly different sizes). Find
matrices A and B with no zero entries such that 4B = 0.

1 2 6 2 0 0
LetA—[2 4} andB—[_3 _J.ThenAB—{O 0}.

2.10. Prove Theorem 2.2(i): (AB)C = A(BC).
Let 4 =[ay], B=I[by], C=lcyl, andlet AB=S=[sy], BC=T=][t;]. Then

m n
Sie = D by and ty =Y bycy
=1 =1

Multiplying S = 4B by C, the il-entry of (4B)C is

n m

n
SiC1 Sy - 8,0 = kzl SikCr = kZl z%(aijbjk)ckl
= .

On the other hand, multiplying 4 by T = BC, the il-entry of A(BC) is

m m n
ajty +apty + -+ apt, = X‘T a;ty = Z > ay(byen)
=

The above sums are equal; that is, corresponding elements in (4B)C and A4(BC) are equal. Thus,
(4B)C = A(BC).
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2.11. Prove Theorem 2.2(ii): A(B + C) = AB + AC.
Let 4 = [ay], B = [by], C = [cy), and let D = B+ C = [dy], E = AB = [ey], F = AC = [ f;]. Then

dy = by + ¢y, e = g:] a;by, Jik :én:l a;iCj
Thus, the ik-entry of the matrix AB + AC is
ey +f i = g:l a;by Jé: a;cy = ji::l aij(bjk + cjk)
On the other hand, the ik-entry of the matrix AD = A(B + C) is
adyg + apdy + -+ -+ iy :jé aydy = :Zl ay (b + ¢
Thus, A(B + C) = AB + AC, because the corresponding elements are equal.

Transpose

2.12. Find the transpose of each matrix:

1 2 3 1 2 3 2
A:{7 3 _9], B=12 4 5], C=1[1,-3,5-17], D=|-4
3 56 6
Rewrite the rows of each matrix as columns to obtain the transpose of the matrix:
1 7 1 23 _;
AT=1|-2 8], BT =2 4 5{, cT = S| D' =[2,-4,6)
3 -9 3 56 _7

(Note that B7 = B; such a matrix is said to be symmetric. Note also that the transpose of the row vector C is a
column vector, and the transpose of the column vector D is a row vector.)

2.13. Prove Theorem 2.3(iv): (4B)" = BTA”.
Let 4 = [ay] and B = [by;]. Then the ij-entry of 4B is
@by + apby; + - - + @iy, byy
This is the ji-entry (reverse order) of (AB)T. Now column j of B becomes row j of B”, and row i of 4 becomes
column i of AT. Thus, the ij-entry of BTAT is

T
(b1jsbajs -y byllan, an, - @] = byay + byap + - -+ + b,,a,,
Thus, (4B)" = BTA” on because the corresponding entries are equal.

Square Matrices
2.14. Find the diagonal and trace of each matrix:

1 3 6 2 4 8 1 5 3

(@ 4=12 -5 8], (b) B= 3 -7 9/, (c) C:[4 _s 6}

4 -2 9 -5 0 2

(a) The diagonal of 4 consists of the elements from the upper left corner of 4 to the lower right corner of 4 or,

in other words, the elements a,,, a,,, as3. Thus, the diagonal of 4 consists of the numbers 1, —5, and 9. The
trace of A4 is the sum of the diagonal elements. Thus,

tr(4)=1-54+9=5
(b) The diagonal of B consists of the numbers 2, —7, and 2. Hence,
tr(B)=2—-74+2=-3

(c) The diagonal and trace are only defined for square matrices.
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12
2.15. Let 4 = {4 3

@4 O£ ©f(4), (@ g).
o (i Sl 3]l )= [5)

LI ] B o i )

], and let f(x) = 2x> — 4x + 5 and g(x) = x* + 2x + 11. Find

4 -3]|-8 17 36 +24 —16-51 60 —67
(c) First substitute 4 for x and 57 for the constant in f'(x), obtaining
43 A7 30,1 2 1 0
f(4) =24 4A+51_2{60 767} 4{4 73}+5[0 1]

Now perform the scalar multiplication and then the matrix addition:
—14 60 -4 -8 50 —13 52
S = { 120 7134] * [716 12] * {0 5} - { 104 7117}
(d) Substitute 4 for x and 11/ for the constant in g(x), and then calculate as follows:

(4) = 4% + 24 111—{ o 74}+2{1 2} 11{1 0}
s = T s 17 4 -3 01

B I A S L) B
-8 17 8 —6 0 —11] |0 0]
Because g(4) is the zero matrix, 4 is a root of the polynomial g(x).

1 3
4 -3
(b) Describe all such vectors.

2.16. Let A—[ ] (a) Find a nonzero column vector u = B such that Au = 3u.

(a) First set up the matrix equation Au = 3u, and then write each side as a single matrix (column vector) as

follows:
1 3(|x| _L|x x+3y | |3
{4 —JH”H and then {4x—3y}_{3y}

Set the corresponding elements equal to each other to obtain a system of equations:

x+3y=3x or 2x—=3y=0

4x — 3y =3y 4x —6y =0
The system reduces to one nondegenerate linear equation in two unknowns, and so has an infinite number
of solutions. To obtain a nonzero solution, let, say, y = 2; then x = 3. Thus, u = (3,2)T is a desired
nonzero vector.

or 2x—-3y=0

(b) To find the general solution, set y = a, where a is a parameter. Substitute y = a into 2x — 3y = 0 to obtain
x=3a. Thus, u = (3a,a)" represents all such solutions.

Invertible Matrices, Inverses

1 0 2 —11 2 2
2.17. Showthat A= (2 —1 3| and B= —4 0 1| are inverses.
4 1 8 6 —1 -1

Compute the product 4B, obtaining

—114+0+12 240-2 2+40-2 1 00
AB=|-22+4+18 4+0-3 4—-1-3|=1[0 1 0|=1
444448 84+0-8 8+1-8 0 0 1

Because AB = I, we can conclude (Theorem 3.16) that B4 = I. Accordingly, 4 and B are inverses.
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2.18.

2.19.

2.20.

Find the inverse, if possible, of each matrix:

53 2 -3 2 6
@) A_L 2]’ ®) B_[l 3}’ © { 3 —9]'

Use the formula for the inverse of a 2 x 2 matrix appearing in Section 2.9.

(a) First find |[4| = 5(2) — 3(4) = 10 — 12 = —2. Next interchange the diagonal elements, take the negatives
of the nondiagonal elements, and multiply by 1/|4|:

PR A -1
2|1—-4 5 2 —
(b) First find |B| =2(3) — (—=3)(1) = 6 + 3 = 9. Next interchange the diagonal elements, take the negatives
of the nondiagonal elements, and multiply by 1/|B]:

s SR

(c) First find |C] = —=2(—9) — 6(3) = 18 — 18 = 0. Because |C| = 0, C has no inverse.

(T[T T[%Y

I W—

1 1 1
X X2 X3
1 2 4 oas

Multiplying 4 by A~" and setting the nine entries equal to the nine entries of the identity matrix / yields the
following three systems of three equations in three of the unknowns:

xi+ »n+ =1 X+ »m+ =0 x3+ y3+ z3=0
yl+221:O y2+222:1 y3+2Z3:O
X+ 2y, +4z2, =0 Xy + 2y, +42, =0 X342y +4z; =1

[Note that A is the coefficient matrix for all three systems.]
Solving the three systems for the nine unknowns yields

x=0, y=2, z;=-1; X,==2, y»=3, z=-1; =1, »=-2, zz=1

0 -2 1
Thus, A= 2 3 =2
-1 -1 1

(Remark: Chapter 3 gives an efficient way to solve the three systems.)

Let 4 and B be invertible matrices (with the same size). Show that AB is also invertible and
(4B)~' = B~'4~". [Thus, by induction, (4,4, ...4,) " =4, ... 4;'4;"]

Using the associativity of matrix multiplication, we get

(AB)B™'A™") =ABB A = A4 =447 =1
(B'4Y)A4B) =B Y4 '4) B=A"'IB=B'B=1

Thus, (4B) ' = B'4~".
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Diagonal and Triangular Matrices

2.21.

2.22,

2.23.

2.24.

2.25.

Write out the diagonal matrices 4 = diag(4, —3,7), B = diag(2, —6), C = diag(3,—38,0,5).

Put the given scalars on the diagonal and 0’s elsewhere:

Let A = diag(2,3,5) and B = diag(7,0, —4). Find
(a) 4B, A%, B>,  (b) f(A), where f(x) =x*+3x—2; (c) A 'and B~

(a) The product matrix AB is a diagonal matrix obtained by multiplying corresponding diagonal entries; hence,
AB = diag(2(7), 3(0), 5(—4)) = diag(14,0,—20)
Thus, the squares 4> and B? are obtained by squaring each diagonal entry; hence,
A% = diag(2?,3?,5%) = diag(4,9,25) and  B* = diag(49,0, 16)
(b) f(4) is a diagonal matrix obtained by evaluating f(x) at each diagonal entry. We have
f2)=4+6-2=38, f(3)=9+9-2=16, f(5)=254+15-2=38
Thus, f(4) = diag(8, 16, 38).

(c) The inverse of a diagonal matrix is a diagonal matrix obtained by taking the inverse (reciprocal)
of each diagonal entry. Thus, 4! = diag(},%,1), but B has no inverse because there is a 0 on the
diagonal.

Find a 2 x 2 matrix 4 such that 42 is diagonal but not 4.

7 0
0 7

1 2

Let A = [3 1

} . Then 42 = { }, which is diagonal.

Find an upper triangular matrix 4 such that 43 = [g _gﬂ .

Set 4 = {)(; )Z/} Then x> = 8, so x = 2; and z> = 27, so z = 3. Next calculate 4> using x = 2 and y = 3:

2 12 y||2 y|_ |4 5 3 |2 y||4 Sy| _ |8 19
A*{0303*09 and A= 10 3]0 9]0 27

Thus, 19y = —57, or y = —3. Accordingly, 4 = {g _i}

Let 4 = [a;] and B = [b;] be upper triangular matrices. Prove that 4B is upper triangular with

diagonal a; by, ay;byy, ..., a,,b,,-

Let AB = [c;]. Then c; = Y7/ ayby and c; = Y7/ ayby,. Suppose i > j. Then, for any &, either i > k or
k > j, so that either a; =0 or by; = 0. Thus, c¢; = 0, and 4B is upper triangular. Suppose i = j. Then, for
k < i, we have a; = 0; and, for k > 7, we have b}, = 0. Hence, ¢;; = a;;b;;, as claimed. [This proves one part of

> “ii iivii>

Theorem 2.5(i); the statements for 4 + B and kA4 are left as exercises.]
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Special Real Matrices: Symmetric and Orthogonal

2.26. Determine whether or not each of the following matrices is symmetric—that is, AT = A—or

2.27.

2.28.

2.29.

2.30.

skew-symmetric—that is, AT = —A:
5 -7 1 0 4 -3 00 0
@ 4=|-7 8 2/, & B=|-4 0 5. © C=|g . o
1 2 -4 3 -5 0

(a) By inspection, the symmetric elements (mirror images in the diagonal) are —7 and —7, 1 and 1, 2 and 2.
Thus, 4 is symmetric, because symmetric elements are equal.

(b) By inspection, the diagonal elements are all 0, and the symmetric elements, 4 and —4, —3 and 3, and 5 and
—5, are negatives of each other. Hence, B is skew-symmetric.

(c) Because C is not square, C is neither symmetric nor skew-symmetric.

4 x+2
2x—3 x+1

Set the symmetric elements x +2 and 2x — 3 equal to each other, obtaining 2x —3 =x+2 or x = 5.
4 7
Hence, B = .

Suppose B = { ] is symmetric. Find x and B.

7 6

Let 4 be an arbitrary 2 x 2 (real) orthogonal matrix.
(a) Prove: If (a,b) is the first row of 4, then a® + b* = 1 and

a b a b
A—{_b a} or A—{b —a]'

(b) Prove Theorem 2.7: For some real number 6,

4 cos0 sin0 o4 cos 0 sin 0
" | —sinf cosf © " | sinf —cosf

(a) Suppose (x,y) is the second row of A. Because the rows of 4 form an orthonormal set, we get
@+ b =1, P4y =1, ax+by=0
Similarly, the columns form an orthogonal set, so

P +x2=1, Py =1, ab+xy =0
Therefore, x> = 1 — ¢ = b?, whence x = +b.
Case (i): x = b. Then b(a+y) =0, so y = —a.
Case (ii): x = —b. Then b(y —a) =0, so y = a.

This means, as claimed,
a b a b
Ai{—b a} or Ai[b —a]

(b) Because a® +b*> = 1,wehave —1 < a < 1.Leta = cos 0. Then b> = 1 — cos? 0, so b = sin 0. This proves
the theorem.

Find a 2 x 2 orthogonal matrix 4 whose first row is a (positive) multiple of (3,4).
Normalize (3,4) to get (3,%). Then, by Problem 2.28,

el e

Find a 3 x 3 orthogonal matrix P whose first two rows are multiples of u; = (1,1,1) and
u, = (0,—1,1), respectively. (Note that, as required, u, and u, are orthogonal.)

nls »w
[T IRVNEN
vl niw
wiw wnlk
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First find a nonzero vector 15 orthogonal to u; and u,; say (cross product) u; = u; X u, = (2,—1,—1). Let 4 be
the matrix whose rows are u, u,, u3; and let P be the matrix obtained from 4 by normalizing the rows of 4. Thus,

11 1/V3 13 1/V3
A=10 -1 1 and P=| 0 —1/V2 1/V2
Complex Matrices: Hermitian and Unitary Matrices
. . 2—-3i 5+48i
. 3—-5i 2+4i .
H — — _ —
2.31. Find A" where (a) 4 = [6 L7 o1+ 81']’ (b)) 4= _6411- 3 5i7l

Recall that A7 = AT the conjugate tranpose of 4. Thus,
345 6-7i 24 3i —4 —6+1
H_ H_
@ 4 _{2—41' 1—81‘}’ ®) 4 _{5—81‘ 347 —5i

1
2.32. Show that 4 = l3 1 is unitary.

The rows of A form an orthonormal set:
1 2.2, 1 2
(5‘5’6’)'(5‘5 3
1 2.2, 2.1 2. 2. 4 2. 4
(5‘3“5’)'(‘5”_5_5’):(6’+§)+<_6’_6>:0
2.1 2. 2.1 2. 4
(‘5”‘5‘?)'(‘?7‘5‘5’):§

2.33. Prove the complex analogue of Theorem 2.6: Let A be a complex matrix. Then the following are
equivalent: (i) 4 is unitary. (ii) The rows of 4 form an orthonormal set. (iii) The columns of A4
form an orthonormal set.

(The proof is almost identical to the proof on page 37 for the case when 4 is a 3 x 3 real matrix.)
First recall that the vectors u,u,,...,u, in C" form an orthonormal set if they are unit vectors and are
orthogonal to each other, where the dot product in C” is defined by

(ay,ay,...,a,) - (by,by,....b,) = ab, +ayby +--- +a,b,

Thus, 4 is unitary.

Suppose A is unitary, and R,R,,...,R, are its rows. Then R{,R],...,R] are the columns of 4”. Let
AA" = [c;]. By matrix multiplication, ¢; = R;R| = R; - R;. Because 4 is unitary, we have 44" = I. Multi-
plying 4 by A7 and setting each entry c; equal to the corresponding entry in / yields the following n?
equations:

Ri-Ri=1, Ry-Ry=1, ..., R,-R,=1, and R-R =0, fori#j

Thus, the rows of 4 are unit vectors and are orthogonal to each other; hence, they form an orthonormal set of
vectors. The condition 474 = I similarly shows that the columns of 4 also form an orthonormal set of vectors.
Furthermore, because each step is reversible, the converse is true. This proves the theorem.

Block Matrices

2.34. Consider the following block matrices (which are partitions of the same matrix):

1 —2,0 1, 3 1. -20_1__3
(a) 2--3;_5__7_:_12_, (b) ____?’I_S_Z_:z_
3 1,4 5, 9 114 5 9
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Find the size of each block matrix and also the size of each block.

(a) The block matrix has two rows of matrices and three columns of matrices; hence, its size is 2 x 3. The
block sizes are 2 x 2, 2 x 2, and 2 x 1 for the first row; and 1 x 2, 1 x 2, and 1 x 1 for the second row.

(b) The size of the block matrix is 3 x 2; and the block sizes are 1 x 3 and 1 x 2 for each of the three rows.

2.35. Compute 4B using block multiplication, where

1 2,1 1 2 3,1
A= |3 410 and B=14 5 61
0 0,2 00 0,1

Here 4 = { E F] and B = {OIRB i},whereE,F, G,R,S, T are the given blocks, and 0,,, and 0,3
X

are zero matrices of the indicated sites. Hence,

9 12 15 3 1 9 12 15 4
AB:{ER ES+FT}: [19 26 33] [7}“{0} _[19 2633 7
O1><3 GT

2.36. Let M = diag(4,B,C), where 4 = B ﬂ, B=1I[5,C= [; ;] Find M2

Because M is block diagonal, square each block:
> | 7 10 2 2 |16 24
4 7{15 22 |’ B =[], ¢ = 40 64|’

SO

Miscellaneous Problem

2.37. Let f(x) and g(x) be polynomials and let 4 be a square matrix. Prove

(@ (f+g)d)=r(4)+g4),

(b) (f-g)d)=rf(4)g(4),

(c) f(4)g(4) = g(4) f(A).

Suppose £ (x) = Y, ane’ and g(x) = 35, by’

(a) We can assume r = s = n by adding powers of x with 0 as their coefficients. Then

n

J(x) +gx) = 3(a; + b)x’

i=1
n

Hence, (f +2)(d) = 3 (a, +b)d = ZIA + zle = f(4) +g(4)

(b) We have f(x)g(x) = > a;bx". Then
0o

f(A)g(4) = <ZaiAi> (Z bl ) = abd"™ = (fg)(4)

(c) Using f(x)g(x) = g(x)f (x), we have
f(A)g(4) = (/2)(4) = (gf)(4) = g(4) f(4)
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Algebra of Matrices
Problems 2.38-2.41 refer to the following matrices:

1 2 50 1 -3 4 37 -1
e R H 2 A P P R R A
2.38. Find (a) 54 — 2B, (b)24+3B, (c)2C —3D.
2.39. Find (a) 4B and (4B)C, (b) BC and A(BC). [Note that (4B)C = A(BC).]

2.40. Find (a) 4% and 43, (b) 4D and BD, (c) CD.

2.41. Find (a) 47, (b) B”, (c) (4B)", (d) ATBT. [Note that 47B” + (4B)" ]
Problems 2.42 and 2.43 refer to the following matrices:

2 =3 0 1 2
A:Ll) _; ﬂ B:[_‘l‘ _(2) _g] C=1| 5 -1 —4 2, D= |-1
-1 0 0 3

2.42. Find (a) 34 — 4B, (b) AC, (c) BC, (d)AD, (e) BD, (f) CD.
2.43. Find (a) A7, (b) A”B, (c) ATC.

! 2} . Find a 2 x 3 matrix B with distinct nonzero entries such that AB = 0.

2.44. let 4 = {3 6

a, a, dz dy
2-45 Let el - [1,0,0], 62 - [O, 1,0], 63 - [O,O7 1], andA - bl b2 b3 b4 . Flnd elA, ezA, e3A.
Cy Cy C3 Cy

2.46. Lete; =[0,...,0,1,0,...,0], where 1 is the ith entry. Show

(a) e;A = A4,, ith row of 4. (c) If e;4 = e;B, for each i, then 4 = B.
(b) Be/ =B, jth column of B. (d) If de] = Be], for each j, then 4 = B.

2.47. Prove Theorem 2.2(iii) and (iv): (iii) (B + C)4A = BA + CA, (iv) k(AB) = (kA)B = A(kB).
2.48. Prove Theorem 2.3: (i) (4 +B)" = AT +B7, (i) (47)" =4, (iii) (k4)" = k4",

2.49. Show (a) If 4 has a zero row, then 4B has a zero row. (b) If B has a zero column, then 4B has a
zero column.

Square Matrices, Inverses

2.50. Find the diagonal and trace of each of the following matrices:

2 -5 8 1 3 -4 43 e
@@ A=[3 -6 -7|, ® B=|6 1 7|, (0 c:{2 s o]
4 0 -1 2 -5 -1

3 1 1 -6 3 2
2.51. Find (a) 4% and 4°, (b) f(4) and g(A4), where
f)=x =2 =5, glx) =x* —3x+ 17,

Problems 2.51-2.53 refer to 4 = {2 _5},32 [4 _2]’ C— {6 —4}
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2.52.

2.53.

2.54.

2.55.

2.56.

2.57.

2.58.

Find (a) B? and B?, (b) f(B) and g(B), where
f(x) = x* 4 2x — 22, g(x) =x* —3x—6.

Find a nonzero column vector u such that Cu = 4u.

Find the inverse of each of the following matrices (if it exists):

7 4 2 3 4 —6 5 =2
S ] e i e S O
1 1 2 1 -1 1
Find the inversesof A= |1 2 5| andB= |0 1 —1|. [Hint: See Problem 2.19.]
1 3 7 1 3 =2

Suppose 4 is invertible. Show that if AB = AC, then B = C. Give an example of a nonzero matrix

A such that AB = AC but B # C.

Find 2 x 2 invertible matrices A and B such that 4 + B # 0 and 4 + B is not invertible.

Show (a) 4 is invertible if and olnly if AT is invertible. (b) The operations of inversion and
transpose commute; that is, (47)" = (47!)". (c) If 4 has a zero row or zero column, then 4 is
not invertible.

Diagonal and triangular matrices

2.59.

2.60.

2.61.

2.62,

2.63.

2.64.

2.65.

2.66.

2.67.

Let A = diag(1,2,—3) and B = diag(2, —5,0). Find
(a) 4B, A%, B>, (b) f(A), where f(x) =x>+4x—3; (c) A 'and B~

| 2 1 1 0
Let 4 = { } and B=|0 1 1/{.(a) Find 4". (b) Find B".

0 1

0 0 1
. . . ) 4 21 1 4
Find all real triangular matrices A4 such that A = B, where (a) B = 0 25| (b)B = 0 —9|
Let 4 = 3 ﬂ . Find all numbers & for which 4 is a root of the polynomial:
(@ f(x)=x*—=7x+10, (b) gx)=x>—25 (c) h(x)=x*—-4.
|1 . , 3

Let B= 26 27)° Find a matrix 4 such that 4° = B.

1 8
LetB= |0 9 . Find a triangular matrix A with positive diagonal entries such that 4> = B.
00

Using only the elements 0 and 1, find the number of 3 x 3 matrices that are (a) diagonal,
(b) upper triangular, (¢) nonsingular and upper triangular. Generalize to n X n matrices.
Let D, = ki, the scalar matrix belonging to the scalar k. Show

(a) DkA = kA, (b) BDk = kB, (C) Dk + Dk’ = Dk+k” (d) Dkar = Dkk’

Suppose 4B = C, where 4 and C are upper triangular.

(a) Find 2 x 2 nonzero matrices 4, B, C, where B is not upper triangular.
(b) Suppose A4 is also invertible. Show that B must also be upper triangular.
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Special Types of Real Matrices

2.68. Find x,y,z such that 4 is symmetric, where

2 x 3 7 —6 2x
(a) A=1(4 5 y|, (b) 4= |y z =2
z 1 7 x =2 5

2.69. Suppose 4 is a square matrix. Show (a) 4 + A7 is symmetric, (b) A — AT is skew-symmetric,
(¢) 4= B+ C, where B is symmetric and C is skew-symmetric.

2.70. Write 4 = [41‘ ;] as the sum of a symmetric matrix B and a skew-symmetric matrix C.

2.71. Suppose A and B are symmetric. Show that the following are also symmetric:
(@) A+B; (b) kA, for any scalar k; (c) A%
(d) A", forn>0; (e) f(A4), for any polynomial f(x).

2.72. Find a 2 x 2 orthogonal matrix P whose first row is a multiple of

@ (3,—4), () (1,2).

2.73. Find a 3 x 3 orthogonal matrix P whose first two rows are multiples of
(@) (1,2,3) and (0,-2,3), (b) (1,3,1)and (1,0,—1).

2.74. Suppose A and B are orthogonal matrices. Show that A7, 4~!, 4B are also orthogonal.

1 1 1
2.75. Which of the following matrices are normal? 4 = 3 4 , B = =2 ,C=10 1 1
4 3 2 3
0 0 1
Complex Matrices 3 X2 yi

2.76. Find real numbers x,y,z such that 4 is Hermitian, where 4 = | 3 — 2i 0 14z
Vi 1—xi -1

2.77. Suppose 4 is a complex matrix. Show that 44/ and 4”4 are Hermitian.

2.78. Let A4 be a square matrix. Show that (a) A + A" is Hermitian, (b) A — A" is skew-Hermitian,
(c) A4 =B+ C, where B is Hermitian and C is skew-Hermitian.

2.79. Determine which of the following matrices are unitary:

. . 1 —i —1+i
] — 1 — 1
I R el e | R Bt
2 =i Pl L+i —14i 0
2.80. Suppose 4 and B are unitary. Show that 47, A~!, AB are unitary.
. . . . 3+4i 1
2.81. Determine which of the following matrices are normal: 4 = 243 and

10
B_{l—i i]‘
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Block Matrices

2.82.

2.83.

2.84.

2.85.

2.86.

2.87.

Let U =

(a) Find UV using block multiplication. (b) Are U and V block diagonal matrices?
(c) Is UV block diagonal?

Partition each of the following matrices so that it becomes a square block matrix with as many
diagonal blocks as possible:

1 20 00
1 00 300 00 010
A=10 0 2|, B=10 0 4 0 O], C=10 0 O
0 0 3 0 05 00 2 0 0
0 0 0 0 6
2'0 0'0 1 1:0 0
071740 2 310 0
: 2 3 _ — |22V Y
Find M~ and M> for (a) M = _0_:_2__”_9 ,(b) M 0 011 5
0,0 0,3 0 0,4 5
For each matrix M in Problem 2.84, find f (M) where f(x) = x> + 4x — 5.

Suppose U = [Uy] and V' = [V};] are block matrices for which UV is defined and the number of
columns of each block Uy, is equal to the number of rows of each block V;. Show that UV = [¥],
Where VVU - Zk [Jik Vk] .

Suppose M and N are block diagonal matrices where corresponding blocks have the same size,
say M = diag(4;) and N = diag(B;). Show

(1) M + N = diag(4, + B,), (ili) MN = diag(4,B;),

(if) kM = diag(k4,), (iv) f(M) = diag(f(4;)) for any polynomial f(x).

ANSWERS TO SUPPLEMENTARY PROBLEMS

Notation: 4 = [R|; R,; ...] denotes a matrix 4 with rows R, R,,....

2.38.

2.39.

2.40.

2.41.

2.42.

(@) [-5,10; 27,-34], (b) [17,4; —12,13], (c) [-7,-27,11; —8,36,—37]

(@) [-7,14; 39,-28], [21,105,—98; —17,—285,296]
(b) [5,—15,20; 8,60,—59], [21,105,—98; —17,—285,296]

@) [7,—6; —9,22], [-11,38; 57,—106];
(b) [11,-9,17; —7,53,-39], [15,35,—5; 10,—98,69];  (c) not defined

(a) [17 3; 27 _4]> (b) [53 _6; 07 7]’ (C) [_77 39; 147 _28]7 (d) [57 15; 107 _40]

() [~13,-3,18; 4,17,0],  (b) [-5,-2,4,5; 11,-3,—12,18],
() [11,-12,0,—5; —15,5,8,4], () [9% 9], (e) [-1; 9], (f) not defined
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2.43. (@) [1,0; —1,3; 2,4, (b) [4,0,-3; —7,-6,12; 4,-8,6], (c) not defined
2.44. 2,4,6; —1,-2,-3]

2.45. [a),ay,a3,a4], [by,Dy,b3,b4], ey, 02,03, ¢4]

2.50. (a) 2,—6,—1,tr(4) = -5, () 1,1,-1,tr(B) =1, (¢) not defined

2.51. (a) [-11,—15; 9,—14], [-67,40; —24,-59], (b) [-50,70; —42,-36], g(4) =0
2.52. (a) [14,4; —2,34], [60,—-52; 26,—200], (b) f(B)=0,[—4,10; —S5,46]
2.53. u = [2a,a]"

2.54. 3,—4; —5.7, [-3,3 2,—1], not defined, [1,—% 2,—3]

2.55. [1,1,-1; 2,-5,3; —1,2,—1], [1,1,0; —1,-3,1; —1,—4,1]

2.56. 4=[1,2; 1,2, B=[0,0; 1,1], C=[2,2; 0,0]

257.4=[1,2; 0,3, B=[4,3 3,0

2.58. (c) Hint: Use Problem 2.48

2.59. (a) AB = diag(2,-10,0), 4> = diag(1,4,9), B*= diag(4,25,0);
(b) f(4) = diag(2,9,-6);  (c) A" =diag(1,1, 1), C~! does not exist

12073

2.60. (a) [1,2n; 0,1], () [l,n,in(n—1); 0,1,m; 0,0,1]

2.61. (a) [2,3; 0,5, [-2,-3; 0,-5], [2,-7; 0,-5], [-2,7; 0,5], (b) none
2.62. (a) k=2, b)) k=-5, (c) none

2.63. [1,0; 2,3]

2.64. [1,2,1; 0,3,1; 0,0,2]

2.65. All entries below the diagonal must be 0 to be upper triangular, and all diagonal entries must be 1
to be nonsingular.

(a) 8 (2n>’ (b) 26 (2n(n+l)/2>’ (C) 23 (zn(n—])/2)
2.67. (a) A=1[1,1; 0,0],B=]1,2; 3,4],C=14,6; 0,0]
268. (a) x=4,y=1,z=3; (b) x=0,y= —6, z any real number
2.69. (c) Hint: Let B=1(4+A4")and C=1(4—47).
2.70. B=[4,3; 3,3],C=1[0,2; —2,0]
272. ) L -% 43 0 [1/V52V5 2/V5 —1/V3)

2.73. (a) [1/V14,2/V14,3/V14 0,-2/V13,3/V13; 12/V/157, =3/V/157, —2//157]
®) [1/VIL3/VI1 V1T 1/v2,0,-1/V2; 3/v22, =2//22,3/v/22]

2.75. 4,C
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2.76.

2.78.

2.79.

2.81.

2.82.

2.83.

2.84.

2.85.

x=3,y=0,z=3

(c) Hint: Let B=1(A+A") and C =] (4 — A").

A,B,C

A

(a) UV =diag([7,6; 17,10]; [-1,9; 7,-5)); (b) no; (c) vyes

A: line between first and second rows (columns);
B: line between second and third rows (columns) and between fourth and fifth rows (columns);
C: C itself—no further partitioning of C is possible.

(a) M? = dlag([4]a [978; 439]5 [9])’

M? = diag([8], [25,44; 22,25], [27])

(b) M2 = diag([3,4; 8,11, [9,12; 24,33])

M3 = diag([11,15; 30,41], [57,78; 156,213])

(a) diag([7], [8,24; 12,8],[16]), (b) diag([2,8; 16,181], [8,20; 40,48])



Systems of Linear
Equations

3.1 Introduction

Systems of linear equations play an important and motivating role in the subject of linear algebra. In fact,
many problems in linear algebra reduce to finding the solution of a system of linear equations. Thus, the
techniques introduced in this chapter will be applicable to abstract ideas introduced later. On the other
hand, some of the abstract results will give us new insights into the structure and properties of systems of
linear equations.

All our systems of linear equations involve scalars as both coefficients and constants, and such scalars
may come from any number field K. There is almost no loss in generality if the reader assumes that all
our scalars are real numbers—that is, that they come from the real field R.

3.2 Basic Definitions, Solutions

This section gives basic definitions connected with the solutions of systems of linear equations. The
actual algorithms for finding such solutions will be treated later.

Linear Equation and Solutions

A linear equation in unknowns x;,Xx,, ...,X, is an equation that can be put in the standard form
ax; +ayx, + -+ ax, =b (3.1)
where a,,a,, ... ,a,, and b are constants. The constant g, is called the coefficient of x;, and b is called the

constant term of the equation.
A solution of the linear equation (3.1) is a list of values for the unknowns or, equivalently, a vector « in
K", say

x =k, xx=k, ..., x,=k, or u=(ky,ky,...,k,)

such that the following statement (obtained by substituting k; for x; in the equation) is true:
ajky +ayky +---+a,k, =b

In such a case we say that u satisfies the equation.

Remark: Equation (3.1) implicitly assumes there is an ordering of the unknowns. In order to avoid
subscripts, we will usually use x,y for two unknowns; x, y,z for three unknowns; and x,y,z, ¢ for four

unknowns; they will be ordered as shown.
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EXAMPLE 3.1 Consider the following linear equation in three unknowns x, y, z:
xX+2y—3z=6

We note that x = 5,y = 2,z = 1, or, equivalently, the vector u = (5,2, 1) is a solution of the equation. That is,
542(2)-3(1)=6 or 544-3=6 or 6=06

On the other hand, w = (1,2, 3) is not a solution, because on substitution, we do not get a true statement:

14+22)—33)=6 or 14+4-9=6 o —4=6

System of Linear Equations
A system of linear equations is a list of linear equations with the same unknowns. In particular, a system
of m linear equations L, L,,...,L, in n unknowns x,x,,...,x, can be put in the standard form

a1 X + aiyXy + -+ a X, = bl

ay1 Xy + ayrXy +-+ ar, X, = b2 (32)

A1 X| + AupXy + 00+ Xy, = bm
where the a; and b; are constants. The number a;; is the coefficient of the unknown x; in the equation L,
and the number b; is the constant of the equation L;.

The system (3.2) is called an m x n (read: m by n) system. It is called a square system if m = n—that
is, if the number m of equations is equal to the number #n of unknowns.

The system (3.2) is said to be homogeneous if all the constant terms are zero—that is, if b; =0,
b, =0,...,b, = 0. Otherwise the system is said to be nonhomogeneous.

A solution (or a particular solution) of the system (3.2) is a list of values for the unknowns or,
equivalently, a vector « in K", which is a solution of each of the equations in the system. The set of all
solutions of the system is called the solution set or the general solution of the system.

EXAMPLE 3.2 Consider the following system of linear equations:
X1+ x+4x;+3x, =5
2% +3x% 4+ x3—2x4=1
X, +2x, —5x3 +4x, =3
It is a 3 x 4 system because it has three equations in four unknowns. Determine whether (a) u = (—8,6,1,1) and
(b) v = (—10,5,1,2) are solutions of the system.

(a) Substitute the values of u in each equation, obtaining

—8+6+4(1)+3(1)=5 or —8+6+4+3=5 or 5=5
2(-8)+3(6)+1—-2(1)=1 or —-16+18+1-2=1 or 1=1
—842(6)—5(1)+4(1)=3 or  -8+12-5+4=3 or 3=3

Yes, u is a solution of the system because it is a solution of each equation.

(b) Substitute the values of v into each successive equation, obtaining

—10+5+4(1)+3(2)=5 or —10+5+4+6=5 or 5=
2(-10)+3(5)+1-2(2)=1 or —20+15+1—-4=1 or -8=1

No, v is not a solution of the system, because it is not a solution of the second equation. (We do not need to
substitute v into the third equation.)
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The system (3.2) of linear equations is said to be consistent if it has one or more solutions, and it is
said to be inconsistent if it has no solution. If the field K of scalars is infinite, such as when K is the real
field R or the complex field C, then we have the following important result.

THEOREM 3.1: Suppose the field K is infinite. Then any system % of linear equations has
(i) a unique solution, (ii) no solution, or (iii) an infinite number of solutions.

This situation is pictured in Fig. 3-1. The three cases have a geometrical description when the system
& consists of two equations in two unknowns (Section 3.4).

System of linear equations
| : |
Inconsistent Consistent
No Unique Infinite number
solution solution of solutions

Figure 3-1

Augmented and Coefficient Matrices of a System

Consider again the general system (3.2) of m equations in » unknowns. Such a system has associated with
it the following two matrices:

ap [251)) ay, bl ap apn ay,

a a a b a a a
M= |9 92 m D2 and 4= | %1 92 2n

Al A2 Aiun bn Am1 A2 Ayun

The first matrix M is called the augmented matrix of the system, and the second matrix A4 is called the
coefficient matrix.

The coefficient matrix A4 is simply the matrix of coefficients, which is the augmented matrix M without
the last column of constants. Some texts write M = [4, B] to emphasize the two parts of M, where B
denotes the column vector of constants. The augmented matrix M and the coefficient matrix 4 of the
system in Example 3.2 are as follows:

1 1 4 35 1 1 4 3
M=1]2 3 1 -2 1 and A=12 3 1 -2
1 2 -5 4 3 1 2 -5 4

As expected, A consists of all the columns of M except the last, which is the column of constants.

Clearly, a system of linear equations is completely determined by its augmented matrix M, and vice
versa. Specifically, each row of M corresponds to an equation of the system, and each column of M
corresponds to the coefficients of an unknown, except for the last column, which corresponds to the
constants of the system.

Degenerate Linear Equations

A linear equation is said to be degenerate if all the coefficients are zero—that is, if it has the form

0x1 +0x2+--~+0xn =b (33)
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The solution of such an equation depends only on the value of the constant . Specifically,
(1) If b # 0, then the equation has no solution.
(ii) If b = 0, then every vector u = (ky,k,...,k,) in K" is a solution.
The following theorem applies.
THEOREM 3.2: Let % be a system of linear equations that contains a degenerate equation L, say with
constant b.
(1) If b # 0, then the system . has no solution.

(i) If b =0, then L may be deleted from the system without changing the solution
set of the system.

Part (i) comes from the fact that the degenerate equation has no solution, so the system has no solution.
Part (i1) comes from the fact that every element in K” is a solution of the degenerate equation.

Leading Unknown in a Nondegenerate Linear Equation

Now let L be a nondegenerate linear equation. This means one or more of the coefficients of L are not
zero. By the leading unknown of L, we mean the first unknown in L with a nonzero coefficient. For
example, x; and y are the leading unknowns, respectively, in the equations

Oxl+OX2+5X3+6X4+OX5+8X6:7 and Ox+2y—4Z:5
We frequently omit terms with zero coefficients, so the above equations would be written as
5x3 4 6x4 + 8xg =7 and 2y —4z=>5

In such a case, the leading unknown appears first.

3.3 Equivalent Systems, Elementary Operations

Consider the system (3.2) of m linear equations in » unknowns. Let L be the linear equation obtained by
multiplying the m equations by constants c;,c,,...,c,, respectively, and then adding the resulting

y ¥ mo

equations. Specifically, let L be the following linear equation:
(clall et cmaml)xl +oee Tt (Claln et cmamn)xn = clbl +ee cmbm

Then L is called a linear combination of the equations in the system. One can easily show (Problem 3.43)
that any solution of the system (3.2) is also a solution of the linear combination L.

EXAMPLE 3.3 Let L, L,, L; denote, respectively, the three equations in Example 3.2. Let L be the
equation obtained by multiplying L, L,, Ly by 3, —2,4, respectively, and then adding. Namely,

3L13 3x1 + 3X2 + 12X3 + 9X4 = 15
—2L,: —4x; —6xy) — 2x3+ 4dxy = -2
4L,: 4x; + 8xy — 20x; + 16x4 = 12

(Sum) L: 3x; + 5x, — 10x; +29x, = 25
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Then L is a linear combination of L;, L,, L;. As expected, the solution u = (—8,6,1,1) of the system is also a
solution of L. That is, substituting u in L, we obtain a true statement:

3(—8) +5(6) — 10(1) +29(1) =25 or —24430—-10+429 =25 or 9=9
The following theorem holds.

THEOREM 3.3: Two systems of linear equations have the same solutions if and only if each equation in
each system is a linear combination of the equations in the other system.

Two systems of linear equations are said to be equivalent if they have the same solutions. The next
subsection shows one way to obtain equivalent systems of linear equations.

Elementary Operations
The following operations on a system of linear equations L, L,, ..., L,, are called elementary operations.
[E;] Interchange two of the equations. We indicate that the equations Z; and L; are interchanged by
writing:
“Interchange L; and L;” or “L«— L7

[E,] Replace an equation by a nonzero multiple of itself. We indicate that equation L, is replaced by kL,
(where k # 0) by writing
“Replace L; by kL;” or “kL;, — L;”
[E;] Replace an equation by the sum of a multiple of another equation and itself. We indicate that
equation L; is replaced by the sum of kL; and L; by writing
“Replace L; by kL; + L;” or “kL;+L; — L;”
The arrow — in [E,] and [E;] may be read as ‘‘replaces.”

The main property of the above elementary operations is contained in the following theorem (proved
in Problem 3.45).

THEOREM 3.4: Suppose a system of .# of linear equations is obtained from a system ¥ of linear
equations by a finite sequence of elementary operations. Then .# and .Z have the same
solutions.

Remark: Sometimes (say to avoid fractions when all the given scalars are integers) we may apply
[E,] and [E;] in one step; that is, we may apply the following operation:

[E] Replace equation Z; by the sum of kL; and k'L; (where k' # 0), written
“Replace L, by kL; + K'L,”  or  “KL,+ KL, — L

We emphasize that in operations [E;] and [E], only equation L; is changed.

Gaussian elimination, our main method for finding the solution of a given system of linear
equations, consists of using the above operations to transform a given system into an equivalent
system whose solution can be easily obtained.

The details of Gaussian elimination are discussed in subsequent sections.

3.4 Small Square Systems of Linear Equations

This section considers the special case of one equation in one unknown, and two equations in two
unknowns. These simple systems are treated separately because their solution sets can be described
geometrically, and their properties motivate the general case.
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Linear Equation in One Unknown
The following simple basic result is proved in Problem 3.5.

THEOREM 3.5: Consider the linear equation ax = b.
(i) Ifa #0, then x = b/a is a unique solution of ax = b.
(i) Ifa =0, but b #£ 0, then ax = b has no solution.

(iii)) If a =0 and b = 0, then every scalar & is a solution of ax = b.

EXAMPLE 3.4 Solve (a) 4x—1=x+6,(b) 2x—5—x=x+3,(c) 4+x—3=2x+1—x
(a) Rewrite the equation in standard form obtaining 3x = 7. Then x = % is the unique solution [Theorem 3.5(i)].
(b) Rewrite the equation in standard form, obtaining Ox = 8. The equation has no solution [Theorem 3.5(ii)].

(c) Rewrite the equation in standard form, obtaining Ox = 0. Then every scalar £ is a solution [Theorem 3.5(iii)].

System of Two Linear Equations in Two Unknowns (2x2 System)

Consider a system of two nondegenerate linear equations in two unknowns x and y, which can be put in
the standard form

Alx +B1y = Cl

(3.4)
Azx + Bzy == C2

Because the equations are nondegenerate, 4, and B, are not both zero, and 4, and B, are not both zero.

The general solution of the system (3.4) belongs to one of three types as indicated in Fig. 3-1. If R is
the field of scalars, then the graph of each equation is a line in the plane R? and the three types may be
described geometrically as pictured in Fig. 3-2. Specifically,

(1) The system has exactly one solution.
Here the two lines intersect in one point [Fig. 3-2(a)]. This occurs when the lines have distinct
slopes or, equivalently, when the coefficients of x and y are not proportional:

4, , B

4, " B,
For example, in Fig. 3-2(a), 1/3 # —1/2.

or, equivalently, A1By — A4,B, #0

v 4 v 4 A
6 6
Lyand L,
\3- \-
—3\0 3 -3 0 3 X
\ Ll r
—B L —B
Ly
Li:x —y =+ Li:x+3y=3 Li:x+2y=4
Ly:3x+2y=12 Ly:2x+6y=-8 Ly: 2x + 4y =8

() (b) (©)

Figure 3-2
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(2) The system has no solution.
Here the two lines are parallel [Fig. 3-2(b)]. This occurs when the lines have the same slopes but
different y intercepts, or when
4, B, ,C
4, B, G

For example, in Fig. 3-2(b), 1/2=3/6 # —3/8.
(3) The system has an infinite number of solutions.

Here the two lines coincide [Fig. 3-2(c)]. This occurs when the lines have the same slopes and same
v intercepts, or when the coefficients and constants are proportional,

4, B, _C

4, B, G

For example, in Fig. 3-2(c), 1/2 =2/4 = 4/8.

Remark: The following expression and its value is called a determinant of order two:

4, B

A2 Bz :AIBZ _AZBI

Determinants will be studied in Chapter 8. Thus, the system (3.4) has a unique solution if and only if the
determinant of its coefficients is not zero. (We show later that this statement is true for any square system
of linear equations.)

Elimination Algorithm

The solution to system (3.4) can be obtained by the process of elimination, whereby we reduce the system
to a single equation in only one unknown. Assuming the system has a unique solution, this elimination
algorithm has two parts.

ALGORITHM 3.1: The input consists of two nondegenerate linear equations L, and L, in two
unknowns with a unique solution.

Part A. (Forward Elimination) Multiply each equation by a constant so that the resulting coefficients of
one unknown are negatives of each other, and then add the two equations to obtain a new
equation L that has only one unknown.

Part B. (Back-Substitution) Solve for the unknown in the new equation L (which contains only one
unknown), substitute this value of the unknown into one of the original equations, and then
solve to obtain the value of the other unknown.

Part A of Algorithm 3.1 can be applied to any system even if the system does not have a unique
solution. In such a case, the new equation L will be degenerate and Part B will not apply.
EXAMPLE 3.5 (Unique Case). Solve the system
Ly 3x+4y= 5
The unknown x is eliminated from the equations by forming the new equation L = —3L, + 2L,. That is, we
multiply L, by —3 and L, by 2 and add the resulting equations as follows:
—3L;: —6x+9y =24
2L, 6x+8 =10

Addition : 17y =34
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We now solve the new equation for y, obtaining y = 2. We substitute y = 2 into one of the original equations, say
L,, and solve for the other unknown x, obtaining

2x—3(2)=-38 or 2x—6=238 or 2x=-2 or x=-1

Thus, x = —1, y = 2, or the pair u = (—1,2) is the unique solution of the system. The unique solution is expected,
because 2/3 # —3 /4. [Geometrically, the lines corresponding to the equations intersect at the point (—1,2).]

EXAMPLE 3.6 (Nonunique Cases)
(a) Solve the system

L;: x—=3y=4

Lyy =2x+6y=>5

We eliminated x from the equations by multiplying L, by 2 and adding it to L,—that is, by forming the new
equation L = 2L, + L,. This yields the degenerate equation

Ox + 0y = 13

which has a nonzero constant » = 13. Thus, this equation and the system have no solution. This is expected,
because 1/(—2) = —3/6 # 4/5. (Geometrically, the lines corresponding to the equations are parallel.)

(b) Solve the system
L;: x—3y=4
Lyy —2x+6y=-8

We eliminated x from the equations by multiplying L, by 2 and adding it to L,—that is, by forming the new
equation L = 2L, + L,. This yields the degenerate equation

Ox+0y=0

where the constant term is also zero. Thus, the system has an infinite number of solutions, which correspond to
the solutions of either equation. This is expected, because 1/(—2) = —3/6 = 4/(—8). (Geometrically, the lines
corresponding to the equations coincide.)

To find the general solution, let y = @, and substitute into L, to obtain

x—3a=4 or x=3a+4
Thus, the general solution of the system is

x=3a+4,y=a or u= 3a+4, a)

where a (called a parameter) is any scalar.

3.5 Systems in Triangular and Echelon Forms

The main method for solving systems of linear equations, Gaussian elimination, is treated in Section 3.6.
Here we consider two simple types of systems of linear equations: systems in triangular form and the
more general systems in echelon form.

Triangular Form
Consider the following system of linear equations, which is in triangular form:
2x1 — 3%y +5x3 —2x4 =9
Sxy— x34+3x5 =1
7X3 - X4 - 3
2.X'4 =38
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That is, the first unknown x; is the leading unknown in the first equation, the second unknown x, is the
leading unknown in the second equation, and so on. Thus, in particular, the system is square and each
leading unknown is directly to the right of the leading unknown in the preceding equation.

Such a triangular system always has a unique solution, which may be obtained by back-substitution.
That is,

(1) First solve the last equation for the last unknown to get x, = 4.

(2) Then substitute this value x, = 4 in the next-to-last equation, and solve for the next-to-last unknown
x5 as follows:

Tx; —4=3 or Txy =17 or x3 =1

(3) Now substitute x; = 1 and x, = 4 in the second equation, and solve for the second unknown x, as
follows:
5%, =14+12=1 or S5x, +11 =1 or 5x, = —10 or Xy = —2

(4) Finally, substitute x, = —2, x; = 1, x4, = 4 in the first equation, and solve for the first unknown x, as
follows:
2x, +6+5-8=9 or 2x;,+3=9 or 2x, =6 or x; =3

Thus, x;, =3 , x, = =2, x3 =1, x4, =4, or, equivalently, the vector u = (3,—-2,1,4) is the unique
solution of the system.

Remark: There is an alternative form for back-substitution (which will be used when solving a
system using the matrix format). Namely, after first finding the value of the last unknown, we substitute
this value for the last unknown in all the preceding equations before solving for the next-to-last
unknown. This yields a triangular system with one less equation and one less unknown. For example, in
the above triangular system, we substitute x, = 4 in all the preceding equations to obtain the triangular
system

le — 3x2 + SX3 - 17
SX2 - X3 - —1
7)C3 = 7

We then repeat the process using the new last equation. And so on.

Echelon Form, Pivot and Free Variables

The following system of linear equations is said to be in echelon form:

2x1 + 6X2 — X3 +4X4 — 2)(,'5 =15
X3+ 2%, +2x5= 5
3X4 - 9x5 — 6

That is, no equation is degenerate and the leading unknown in each equation other than the first is to the
right of the leading unknown in the preceding equation. The leading unknowns in the system, x;, x3, x4,
are called pivot variables, and the other unknowns, x, and xs, are called free variables.

Generally speaking, an echelon system or a system in echelon form has the following form:

anx + [APRY) + a|3X3 + a14Xy +- 1+ a,X, = bl
A%, t a1 Xy o+ dgXy = 0y (3.5)

a; x; +--+a,x, =b,

where 1 <j, <---<j, and a,y, ay,,...,a, are not zero. The pivot variables are x,, x; ,...,x; . Note
that » < n.
The solution set of any echelon system is described in the following theorem (proved in Problem 3.10).
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THEOREM 3.6: Consider a system of linear equations in echelon form, say with » equations in n
unknowns. There are two cases:

(i) 7= n. That is, there are as many equations as unknowns (triangular form). Then
the system has a unique solution.

(i) 7 < n. That is, there are more unknowns than equations. Then we can arbitrarily
assign values to the n — r free variables and solve uniquely for the » pivot
variables, obtaining a solution of the system.

Suppose an echelon system contains more unknowns than equations. Assuming the field K is infinite,
the system has an infinite number of solutions, because each of the n — r free variables may be assigned
any scalar.

The general solution of a system with free variables may be described in either of two equivalent ways,
which we illustrate using the above echelon system where there are » = 3 equations and n = 5 unknowns.
One description is called the ‘‘Parametric Form’’ of the solution, and the other description is called the
“‘Free-Variable Form.”’

Parametric Form

Assign arbitrary values, called parameters, to the free variables x, and xs, say x, = @ and xs = b, and
then use back-substitution to obtain values for the pivot variables x;, x3, x5 in terms of the parameters a
and b. Specifically,

(1) Substitute x5 = b in the last equation, and solve for x,:
3xs — 9 =6 or 3x, =6+9b or X4 =243b

(2) Substitute x, = 2 4 3b and x5 = b into the second equation, and solve for x;:

x3+2(2+3b)+2b=5 or  x3+4+4+8h=5 or x3=1-8b
(3) Substitute x, =a, x3 =1 — 8b, x, =2 4 3b, x5 = b into the first equation, and solve for x;:

2x; +6a — (1 — 8b) +4(2+3b) —2b=15 or x;=4-3a-9b
Accordingly, the general solution in parametric form is
x, =4 —3a—9b, X, = a, x;=1—8b, x4 =2+ 3b, Xs=0b
or, equivalently, v = (4 —3a — 9b, a, 1 — 8b, 2+ 3b, b) where a and b are arbitrary numbers.
Free-Variable Form

Use back-substitution to solve for the pivot variables x,, x3, x4 directly in terms of the free variables x,
and xs. That is, the last equation gives x, = 2 + 3x5. Substitution in the second equation yields
x3 = 1 — 8xs, and then substitution in the first equation yields x; = 4 — 3x, — 9x5. Accordingly,

X, =4—3x,—9x;, x,=free variable, x;=1—8x;, x,=2+43x;, x;= free variable
or, equivalently,
v=(4—3x, — 95, xp, 1 —8xs5, 2+ 3x5, Xs5)

is the free-variable form for the general solution of the system.
We emphasize that there is no difference between the above two forms of the general solution, and the
use of one or the other to represent the general solution is simply a matter of taste.

Remark: A particular solution of the above system can be found by assigning any values to the free
variables and then solving for the pivot variables by back-substitution. For example, setting x, = 1 and
x5 = 1, we obtain

X, =2+43=5, =1-8=-7, x,=4-3-9=-8

Thus, u = (—8,1,7,5,1) is the particular solution corresponding to x, = 1 and x5 = 1.
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3.6 Gaussian Elimination

The main method for solving the general system (3.2) of linear equations is called Gaussian elimination.
It essentially consists of two parts:

Part A. (Forward Elimination) Step-by-step reduction of the system yielding either a degenerate
equation with no solution (which indicates the system has no solution) or an equivalent simpler
system in triangular or echelon form.

Part B. (Backward Elimination) Step-by-step back-substitution to find the solution of the simpler
system.

Part B has already been investigated in Section 3.4. Accordingly, we need only give the algorithm for
Part A, which is as follows.

ALGORITHM 3.2 for (Part A): Input: The m x n system (3.2) of linear equations.

ELIMINATION STEP: Find the first unknown in the system with a nonzero coefficient (which now
must be x,).

(a) Arrange so that a;; # 0. That is, if necessary, interchange equations so that the first unknown x;,
appears with a nonzero coefficient in the first equation.

(b) Use a,; as a pivot to eliminate x; from all equations except the first equation. That is, for i > 1:
(1) Setm = —a;, /ay;; (2) Replace L; by mL, + L;
The system now has the following form:
ap Xy +apx; +apx; + -+ ax, = b
Ay, Xj, + -+ ayX, = by
Ay, X;, + 0+ Ayyx, = b,

where x; does not appear in any equation except the first, a;; # 0, and x;, denotes the first
unknown with a nonzero coefficient in any equation other than the first.

(c) Examine each new equation L.
(1) If L has the form Ox; + Ox, + - - - + Ox,, = b with b # 0, then

STOP

The system is inconsistent and has no solution.
(2) If L has the form Ox; 4 Ox, + - - - + Ox, = 0 or if L is a multiple of another equation, then delete
L from the system.

RECURSION STEP: Repeat the Elimination Step with each new ‘‘smaller’” subsystem formed by all
the equations excluding the first equation.

OUTPUT: Finally, the system is reduced to triangular or echelon form, or a degenerate equation with
no solution is obtained indicating an inconsistent system.

The next remarks refer to the Elimination Step in Algorithm 3.2.

(1) The following number m in (b) is called the multiplier:

a; coefficient to be deleted
m—=-——= — "
a p1ivot

(2) One could alternatively apply the following operation in (b):
Replace L; by —a; L, + a;,L;

This would avoid fractions if all the scalars were originally integers.
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Gaussian Elimination Example
Here we illustrate in detail Gaussian elimination using the following system of linear equations:

L;: x—=3y—2z= 6
Ly: 2x—4y—3z= 8§
Ls: —3x+6y+8z= -5

Part A. We use the coefficient 1 of x in the first equation L, as the pivot in order to eliminate x from
the second equation L, and from the third equation L;. This is accomplished as follows:
(1) Multiply L, by the multiplier m = —2 and add it to L,; that is, ‘‘Replace L, by —2L, + L,.”’

(2) Multiply L, by the multiplier m = 3 and add it to L;; that is, ‘‘Replace L; by 3L, + L;.”’
These steps yield

(_2)L1: _2X+6y+4Z:—12 3L1: 3x—9y—6z: 18
Ly: 2x—4y—3z= 8 Ly: “3x+6y+8z=-5
New L,: Qy+ z=—4 New L;: —3y+2z= 13

Thus, the original system is replaced by the following system:

L;: x—3y—2z= 6
L,: 2y +z=-4
Ly: —3y+2z=13

(Note that the equations L, and L; form a subsystem with one less equation and one less unknown than
the original system.)
Next we use the coefficient 2 of y in the (new) second equation L, as the pivot in order to eliminate y
from the (new) third equation L;. This is accomplished as follows:
(3) Multiply L, by the multiplier m =3 and add it to Ls; that is, ‘“Replace Ly by 3L, + Ls.”
(Alternately, ‘‘Replace L; by 3L, 4+ 2L;,”” which will avoid fractions.)

This step yields

%Lz: 3y +%Z =6 3L21 6y +3z=-12
L “yrz=1 or 2Ls: —6y+4z= 126
NGWL3: %Z: 7 NGW L3: 7Z: 14

Thus, our system is replaced by the following system:

L;: x—3y—2z= 6
L,: 2y+ z=-4
Ly: 7z= 14 (or 1z=7)

The system is now in triangular form, so Part A is completed.

Part B. The values for the unknowns are obtained in reverse order, z,y,x, by back-substitution.
Specifically,

(1) Solve for z in Ly to get z = 2.
(2) Substitute z = 2 in L,, and solve for y to get y = —3.
(3) Substitute y = —3 and z = 2 in L, and solve for x to get x = 1.

Thus, the solution of the triangular system and hence the original system is as follows:

x=1, y=-3, z=2 or, equivalently, u=(1,-3,2).



CHAPTER 3 Systems of Linear Equations — €

Condensed Format

The Gaussian elimination algorithm involves rewriting systems of linear equations. Sometimes we can
avoid excessive recopying of some of the equations by adopting a ‘‘condensed format.”” This format for
the solution of the above system follows:

Number Equation Operation
(1) x—3y—2z= 6
(2) 2x—4y—3z= 8
(3) —3x+6y+8=-5
(29 2y+ z=—-4 Replace L, by —2L, + L,
(3" —3y+2z=13 Replace Ly by 3L, + L,
(3" 7z= 14 Replace Ly by 3L, + 2L,

That is, first we write down the number of each of the original equations. As we apply the Gaussian
elimination algorithm to the system, we only write down the new equations, and we label each new equation
using the same number as the original corresponding equation, but with an added prime. (After each new
equation, we will indicate, for instructional purposes, the elementary operation that yielded the new equation.)
The system in triangular form consists of equations (1), (2’), and (3”), the numbers with the largest
number of primes. Applying back-substitution to these equations again yields x =1, y = =3, z = 2.

Remark: If two equations need to be interchanged, say to obtain a nonzero coefficient as a pivot,
then this is easily accomplished in the format by simply renumbering the two equations rather than
changing their positions.

EXAMPLE 3.7 Solve the following system: x+2y— 3z=1
2x+5y— 8z=4
3x+8y—13z=7
We solve the system by Gaussian elimination.
Part A. (Forward Elimination) We use the coefficient 1 of x in the first equation L, as the pivot in order to
eliminate x from the second equation L, and from the third equation L;. This is accomplished as follows:
(1) Multiply L, by the multiplier m = —2 and add it to L,; that is, “‘Replace L, by —2L, + L,.”
(2) Multiply L, by the multiplier m = —3 and add it to Ls; that is, “‘Replace L; by —3L; + L;.”’

The two steps yield

x+2y—-3z=1 Y42y —3z=1
y—2z=2 9.9
2y —dz =4 Yo

(The third equation is deleted, because it is a multiple of the second equation.) The system is now in echelon form
with free variable z.

Part B. (Backward Elimination) To obtain the general solution, let the free variable z = a, and solve for x and y

by back-substitution. Substitute z = a in the second equation to obtain y = 2 4 2a. Then substitute z = a and
¥ =2+ 2a into the first equation to obtain

x+2(2+2a)—3a=1 or x+4+4a-3a=1 or x=-3-a
Thus, the following is the general solution where «a is a parameter:

x=-3—a, y=2+42a, z=a or u=(-3—-a, 24 2a, a)
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EXAMPLE 3.8 Solve the following system:

X +3x— 2x34+ Sxy4=4
le+8X2— X3+ 9X4:9
3X1 + 5x2 — 12X3 + 17X4 =17

We use Gaussian elimination.

Part A. (Forward Elimination) We use the coefficient 1 of x; in the first equation L, as the pivot in order to
eliminate x; from the second equation L, and from the third equation Z;. This is accomplished by the following
operations:

(1) “‘Replace L, by —2L, + L,”’ and (2) ‘‘Replace L; by —3L; + L3’

These yield:
X +3x —2x;+5x, = 4
2%y +3x3 — x4 =
- 4x2 - 6)63 +2X4 = -5

We now use the coefficient 2 of x, in the second equation L, as the pivot and the multiplier m = 2 in order to

eliminate x, from the third equation L;. This is accomplished by the operation ‘‘Replace L; by 2L, 4+ L;,”” which
then yields the degenerate equation

Oxl + O)Cz + OX3 + O)C4 = -3
This equation and, hence, the original system have no solution:

DO NOT CONTINUE

Remark 1: As in the above examples, Part A of Gaussian elimination tells us whether or not the
system has a solution—that is, whether or not the system is consistent. Accordingly, Part B need never be
applied when a system has no solution.

Remark 2: If a system of linear equations has more than four unknowns and four equations, then it

may be more convenient to use the matrix format for solving the system. This matrix format is discussed
later.

3.7 Echelon Matrices, Row Canonical Form, Row Equivalence

One way to solve a system of linear equations is by working with its augmented matrix M rather than the
system itself. This section introduces the necessary matrix concepts for such a discussion. These
concepts, such as echelon matrices and elementary row operations, are also of independent interest.

Echelon Matrices

A matrix A4 is called an echelon matrix, or is said to be in echelon form, if the following two conditions
hold (where a leading nonzero element of a row of 4 is the first nonzero element in the row):

(1) All zero rows, if any, are at the bottom of the matrix.
(2) Each leading nonzero entry in a row is to the right of the leading nonzero entry in the preceding row.

That is, 4 = [a;] is an echelon matrix if there exist nonzero entries

aljl,azjz,...,arjr, Where jl <J2<<_]r
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with the property that

(i<r j<i

The entries ay; , ay;,, - - ., a,; , which are the leading nonzero elements in their respective rows, are called
the pivots of the echelon matrix.

EXAMPLE 3.9 The following is an echelon matrix whose pivots have been circled:

0® 3 45 9 0 7
00 0® 41 25
A=10 0 0 0 0 ® 7 2
000 00O0®G®6
000 0O0O0TO0O0

Observe that the pivots are in columns C,, Cy, C¢, C;, and each is to the right of the one above. Using the above
notation, the pivots are

aljl = 2, a2j2 = 3, a3j3 = 5, (14_j4 =38

where j, =2, j, =4, j3=06, j,=7. Herer=4.

Row Canonical Form

A matrix 4 is said to be in row canonical form (or row-reduced echelon form) if it is an echelon matrix—
that is, if it satisfies the above properties (1) and (2), and if it satisfies the following additional two
properties:

(3) Each pivot (leading nonzero entry) is equal to 1.

(4) Each pivot is the only nonzero entry in its column.

The major difference between an echelon matrix and a matrix in row canonical form is that in an
echelon matrix there must be zeros below the pivots [Properties (1) and (2)], but in a matrix in row
canonical form, each pivot must also equal 1 [Property (3)] and there must also be zeros above the pivots
[Property (4)].

The zero matrix 0 of any size and the identity matrix / of any size are important special examples of
matrices in row canonical form.

EXAMPLE 3.10

The following are echelon matrices whose pivots have been circled:

320 45 -6

%)0@@_32 0 D 2 3 0M3 00 4
: 0 0 @, 000®O -3

0000 00O 2 00 0 0000Q@ 2

0000 00 0

The third matrix is also an example of a matrix in row canonical form. The second matrix is not in row canonical
form, because it does not satisfy property (4); that is, there is a nonzero entry above the second pivot in the third
column. The first matrix is not in row canonical form, because it satisfies neither property (3) nor property (4); that
is, some pivots are not equal to 1 and there are nonzero entries above the pivots.



@>— CHAPTER 3 Systems of Linear Equations

Elementary Row Operations

Suppose 4 is a matrix with rows R, R,, ..., R,,. The following operations on 4 are called elementary row
operations.

[E;] (Row Interchange): Interchange rows R; and R;. This may be written as
“Interchange R; and R;” or “R; «— R;”

[E,] (Row Scaling): Replace row R; by a nonzero multiple AR; of itself. This may be written as
“Replace R; by kR; (k #0)” or “kR;, — R,

[E;] (Row Addition): Replace row R; by the sum of a multiple AR; of a row R; and itself. This may be
written as
“Replace R; by kR; + R;” or “kR; + R, — R;”

The arrow — in E, and E; may be read as “‘replaces.”

Sometimes (say to avoid fractions when all the given scalars are integers) we may apply [E,| and [E;]
in one step; that is, we may apply the following operation:

[E] Replace R; by the sum of a multiple kR; of a row R; and a nonzero multiple £'R; of itself. This may
be written as

“Replace R; by kR; + k'R; (k' # 0)” or “kR; + k'R, — R;”

We emphasize that in operations [E;] and [E] only row R; is changed.

Row Equivalence, Rank of a Matrix

A matrix A4 is said to be row equivalent to a matrix B, written
A~B

if B can be obtained from 4 by a sequence of elementary row operations. In the case that B is also an
echelon matrix, B is called an echelon form of A.

The following are two basic results on row equivalence.

THEOREM 3.7: Suppose 4 = [a;] and B = [b;] are row equivalent echelon matrices with respective
pivot entries

aljl,azjz,...arjr and b1k17b2k2""bsk5
Then 4 and B have the same number of nonzero rows—that is, » = s—and the pivot
entries are in the same positions—that is, j, =4k, j, =k, ..., J.=k,.
THEOREM 3.8: Every matrix 4 is row equivalent to a unique matrix in row canonical form.

The proofs of the above theorems will be postponed to Chapter 4. The unique matrix in Theorem 3.8
is called the row canonical form of A.
Using the above theorems, we can now give our first definition of the rank of a matrix.

DEFINITION:  The rank of a matrix A, written rank(4), is equal to the number of pivots in an echelon
form of 4.

The rank is a very important property of a matrix and, depending on the context in which the
matrix is used, it will be defined in many different ways. Of course, all the definitions lead to the
same number.

The next section gives the matrix format of Gaussian elimination, which finds an echelon form of any
matrix 4 (and hence the rank of 4), and also finds the row canonical form of 4.
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One can show that row equivalence is an equivalence relation. That is,

(1) A ~ A for any matrix 4.
(2) If A ~ B, then B ~ A4.
(3) fA~Band B~ C, then 4 ~ C.

Property (2) comes from the fact that each elementary row operation has an inverse operation of the same
type. Namely,

(i) “‘Interchange R; and R, is its own inverse.
(ii) “‘Replace R; by kR,”’ and ‘‘Replace R; by (1/k)R,”’ are inverses.
(ii1) “‘Replace R; by kR; + R;>* and ‘‘Replace R; by —kR; + R;” are inverses.

There is a similar result for operation [E] (Problem 3.73).

3.8 Gaussian Elimination, Matrix Formulation

This section gives two matrix algorithms that accomplish the following:

(1) Algorithm 3.3 transforms any matrix 4 into an echelon form.
(2) Algorithm 3.4 transforms the echelon matrix into its row canonical form.

These algorithms, which use the elementary row operations, are simply restatements of Gaussian
elimination as applied to matrices rather than to linear equations. (The term ‘‘row reduce’’ or simply
“‘reduce’” will mean to transform a matrix by the elementary row operations.)

ALGORITHM 3.3 (Forward Elimination): The input is any matrix 4. (The algorithm puts 0’s below
each pivot, working from the ‘‘top-down.’’) The output is
an echelon form of 4.

Step 1. Find the first column with a nonzero entry. Let j; denote this column.

(a) Arrange so that a;; # 0. That is, if necessary, interchange rows so that a nonzero entry
appears in the first row in column j;.

(b) Use ay; as a pivot to obtain 0’s below aj; .

Specifically, for i > 1:
(1) Setm = —ay /ay; ; (2) Replace R; by mR; + R;
[That is, apply the operation —(a;; /ay; )R; +R; — R;.]

Step 2. Repeat Step 1 with the submatrix formed by all the rows excluding the first row. Here we let j,
denote the first column in the subsystem with a nonzero entry. Hence, at the end of Step 2, we
have a,; # 0.

Steps 3 to r. Continue the above process until a submatrix has only zero rows.
We emphasize that at the end of the algorithm, the pivots will be
j> Qojyr - oo G,

where r denotes the number of nonzero rows in the final echelon matrix.

Remark 1: The following number m in Step 1(b) is called the multiplier:

o 4 entry to be deleted
ay;, pivot
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Remark 2: One could replace the operation in Step 1(b) by the following which would avoid
fractions if all the scalars were originally integers.

Replace R; by —a; R, + aj; R,;.

i)

ALGORITHM 3.4 (Backward Elimination): The input is a matrix 4 = [a;] in echelon form with pivot
entries

A R
The output is the row canonical form of A4.
Step 1. (a) (Use row scaling so the last pivot equals 1.) Multiply the last nonzero row R, by 1/ a; .
(b) (Use a,; =1 to obtain 0’s above the pivot.) For i=r—1, r—2, ..., 2, L

(1) Setm = —ay ;

i

(2) Replace R; by mR, + R,

(That is, apply the operations —a; R, + R; — R;.)
R._5,...,R,.

r—1» —

Steps 2 to r—1. Repeat Step 1 for rows R
Step r. (Use row scaling so the first pivot equals 1.) Multiply R, by 1/a, -
There is an alternative form of Algorithm 3.4, which we describe here in words. The formal

description of this algorithm is left to the reader as a supplementary problem.

ALTERNATIVE ALGORITHM 3.4 Puts 0’s above the pivots row by row from the bottom up (rather
than column by column from right to left).

The alternative algorithm, when applied to an augmented matrix M of a system of linear equations, is
essentially the same as solving for the pivot unknowns one after the other from the bottom up.

Remark: We emphasize that Gaussian elimination is a two-stage process. Specifically,
Stage A (Algorithm 3.3). Puts 0’s below each pivot, working from the top row R, down.
Stage B (Algorithm 3.4). Puts 0’s above each pivot, working from the bottom row R, up.

There is another algorithm, called Gauss—Jordan, that also row reduces a matrix to its row canonical
form. The difference is that Gauss—Jordan puts 0’s both below and above each pivot as it works its way
from the top row R, down. Although Gauss—Jordan may be easier to state and understand, it is much less
efficient than the two-stage Gaussian elimination algorithm.

1 2 -3 1 2
EXAMPLE 3.11 Consider the matrix 4 = |2 4 —4 6 10
36 -6 9 13

(a) Use Algorithm 3.3 to reduce 4 to an echelon form.
(b) Use Algorithm 3.4 to further reduce 4 to its row canonical form.

(a) Firstuse a;; = 1 as a pivot to obtain 0’s below a,; that is, apply the operations ‘‘Replace R, by —2R, + R,”’
and ‘‘Replace R; by —3R| + R;.”” Then use a,; = 2 as a pivot to obtain 0 below a,;; that is, apply the operation
“‘Replace Ry by —3 R, + R;.”” This yields

1 2 -3 1 2 1 2 -3 1 2
A~10 0 2 4 6({~|0 0 2 4 6
0 0 3 6 7 0 0 0 0 -2

The matrix is now in echelon form.
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(b) Multiply R; by —% so the pivot entry a;5 = 1, and then use a;5 = 1 as a pivot to obtain 0’s above it by the
operations ‘‘Replace R, by —6R; + R,’’ and then ‘‘Replace R, by —2R; + R;.”” This yields

1 2 -3 1 2 1 2 -3 10
A~10 0 2 4 6{~ |0 0 2 4 0
00 0 01 00 0 01

Multiply R, by % so the pivot entry a,; = 1, and then use a,; = 1 as a pivot to obtain 0’s above it by the
operation ‘‘Replace R; by 3R, + R;.”” This yields

1 2 -3 1 0 1 2 0 7 0
A~ 10 O 1 2 0| ~]10 O 1 2 O
0 0 0 0 1 0 0 0 0 1

The last matrix is the row canonical form of A4.

Application to Systems of Linear Equations

One way to solve a system of linear equations is by working with its augmented matrix M rather than the
equations themselves. Specifically, we reduce M to echelon form (which tells us whether the system has a
solution), and then further reduce M to its row canonical form (which essentially gives the solution of the
original system of linear equations). The justification for this process comes from the following facts:

(1) Any elementary row operation on the augmented matrix M of the system is equivalent to applying
the corresponding operation on the system itself.

(2) The system has a solution if and only if the echelon form of the augmented matrix M does not have a
row of the form (0,0,...,0,b) with b # 0.

(3) In the row canonical form of the augmented matrix M (excluding zero rows), the coefficient of each
basic variable is a pivot entry equal to 1, and it is the only nonzero entry in its respective column;
hence, the free-variable form of the solution of the system of linear equations is obtained by simply
transferring the free variables to the other side.

This process is illustrated below.

EXAMPLE 3.12 Solve each of the following systems:

)Cl"’ X2—2)C3+4X4:5 X1+ X2—2X3+3)C4:4 x+2y+Z: 3
2% +2x) —3x3+ x4 =3 2% +3x,+3x3 — x4 =3 2x+5y—z=-4
3x; +3x) —4x; — 2x4 =1 Sx14+Txy +4x3+ x4 =5 3x—2y—z= 5
(a) (b) (c)
(a) Reduce its augmented matrix M to echelon form and then to row canonical form as follows:
I 1 =2 4 5 I 1 =2 4 5 I 1.0 —-10 -9
M=12 2 =3 I 3|~10 O 1 -7 -7 ~10 0 1 =7 -7
3 3 -4 -2 1 0 0 2 —-14 -—-14 0 0 O 0 0

Rewrite the row canonical form in terms of a system of linear equations to obtain the free variable form of the
solution. That is,

x1 —l—x2 - 1OX4 == _9 or Xl _9 —x2 + 1OX4

)C3_7.X4:_7 X3—_7+7X4

(The zero row is omitted in the solution.) Observe that x; and x5 are the pivot variables, and x, and x, are the
free variables.
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(b) First reduce its augmented matrix M to echelon form as follows:

1 1 -2 3 4 1 1 =2 3 4 1 1 =2 3 4
M=1]2 3 3 -1 3| ~|0 1 7 =7 =5|~101 7 -7 =5
5 7 4 1 5 0 2 14 —-14 -15 00 O 0 =5

There is no need to continue to find the row canonical form of M, because the echelon form already tells us that
the system has no solution. Specifically, the third row of the echelon matrix corresponds to the degenerate
equation

Oxl + 0)(:2 + OX3 + O.X'4 = _5

which has no solution. Thus, the system has no solution.

(c) Reduce its augmented matrix M to echelon form and then to row canonical form as follows:

1 2 1 3 1 2 1 3 1 2 1 3
M=2 5 -1 —4({~10 1 -3 -10 N[O 1 -3 -10
13 -2 -1 5 0 -8 4 4 0 0 —28 &4
1 2 1 3 1 20 O 1 0 0 2
~10 1 -3 -10~]0 1 0 —-1]~]0 1 0 -1
0 0 1 3 0 0 1 3 0 0 1 3

Thus, the system has the unique solution x =2,y = —1, z = 3, or, equivalently, the vector u = (2, —1,3). We
note that the echelon form of M already indicated that the solution was unique, because it corresponded to a
triangular system.

Application to Existence and Uniqueness Theorems

This subsection gives theoretical conditions for the existence and uniqueness of a solution of a system of
linear equations using the notion of the rank of a matrix.

THEOREM 3.9: Consider a system of linear equations in » unknowns with augmented matrix
M = [A, B]. Then,

(a) The system has a solution if and only if rank(4) = rank(M).
(b) The solution is unique if and only if rank(4) = rank(M) = n.

Proof of (a). The system has a solution if and only if an echelon form of M = [4, B] does not have a
row of the form

(0,0,...,0,b),  with b#0

If an echelon form of M does have such a row, then b is a pivot of M but not of 4, and hence,
rank(M) > rank(4). Otherwise, the echelon forms of 4 and M have the same pivots, and hence,
rank(4) = rank(M). This proves (a).

Proof of (b). The system has a unique solution if and only if an echelon form has no free variable. This
means there is a pivot for each unknown. Accordingly, n = rank(4) = rank(M). This proves (b).

The above proof uses the fact (Problem 3.74) that an echelon form of the augmented matrix
M = [A4, B] also automatically yields an echelon form of 4.
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3.9 Matrix Equation of a System of Linear Equations

The general system (3.2) of m linear equations in # unknowns is equivalent to the matrix equation

X1
ay ap ... ap, % b,
a a a b
S x| =7 or  AX =B
(2] Ay A X bm

where 4 = [a;] is the coefficient matrix, X = [x;] is the column vector of unknowns, and B = [b,] is the
column vector of constants. (Some texts write Ax = b rather than 4AX = B, in order to emphasize that x
and b are simply column vectors.)

The statement that the system of linear equations and the matrix equation are equivalent means that

any vector solution of the system is a solution of the matrix equation, and vice versa.

EXAMPLE 3.13 The following system of linear equations and matrix equation are equivalent:

X1

xl+2X2_4X3+7X4: 4 l 2 _4 7 X 4

3x, — 5%, +6x;— 8, = 8  and 305 6 =8| |2 =18

4x, — 3x, — 2x3 + 6x, = 11 4 =3 2 6|7 11
4

We note that x; =3, x,=1, x3=2, x,=1, or, in other words, the vector u = [3,1,2,1] is a solution of
the system. Thus, the (column) vector u is also a solution of the matrix equation.

The matrix form AX = B of a system of linear equations is notationally very convenient when
discussing and proving properties of systems of linear equations. This is illustrated with our first theorem
(described in Fig. 3-1), which we restate for easy reference.

THEOREM 3.1: Suppose the field K is infinite. Then the system AX = B has: (a) a unique solution, (b)
no solution, or (c) an infinite number of solutions.

Proof. It suffices to show that if 4AX = B has more than one solution, then it has infinitely many.
Suppose « and v are distinct solutions of AX = B; that is, Au = B and Av = B. Then, for any k € K,
Alu + k(u — v)] = Au+ k(Au — Av) = B+ k(B—B) =B
Thus, for each k € K, the vector u + k(u — v) is a solution of AX = B. Because all such solutions are
distinct (Problem 3.47), AX = B has an infinite number of solutions.

Observe that the above theorem is true when K is the real field R (or the complex field C). Section 3.3
shows that the theorem has a geometrical description when the system consists of two equations in two
unknowns, where each equation represents a line in R?. The theorem also has a geometrical description
when the system consists of three nondegenerate equations in three unknowns, where the three equations
correspond to planes H,, H,, H; in R®. That is,

(a) Unique solution: Here the three planes intersect in exactly one point.

(b) No solution: Here the planes may intersect pairwise but with no common point of intersection, or two
of the planes may be parallel.

(c) Infinite number of solutions: Here the three planes may intersect in a line (one free variable), or they
may coincide (two free variables).

These three cases are pictured in Fig. 3-3.

Matrix Equation of a Square System of Linear Equations

A system AX = B of linear equations is square if and only if the matrix 4 of coefficients is square. In such
a case, we have the following important result.
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H;
Hj
E H,,Hz,andH3
",\/‘\" H, AM’ i
' H,
)

H;
(ii) (iii)

S

(a) Unique solution (c) Infinite number of solutions

() (ii) (iii) (iv)

(b) No solutions

Figure 3-3

THEOREM 3.10: A square system AX = B of linear equations has a unique solution if and only if the
matrix A is invertible. In such a case, 47'B is the unique solution of the system.

We only prove here that if 4 is invertible, then A~'B is a unique solution. If 4 is invertible, then
A(A7'B) = (44 "\B=IB=B
and hence, 47!B is a solution. Now suppose v is any solution, so A4v = B. Then
v=Iv=(4"A)v=A4""(4v) =4"'B
Thus, the solution A~'B is unique.

EXAMPLE 3.14 Consider the following system of linear equations, whose coefficient matrix 4 and
inverse A~! are also given:

x+2y+ 3z=1 1 2 3 3 -8 3
x+3y+ 6z=3, A=11 3 6], A'=|-1 7 -3
2x+6y+13z=5 2 6 13 0 —2 1

By Theorem 3.10, the unique solution of the system is

3 -8 3771 —6
A'B=|-1 7 =3||3|=]| 5
0 -2 11|15 -1

That is, x = —6,y=5,z=—1.

Remark: We emphasize that Theorem 3.10 does not usually help us to find the solution of a square
system. That is, finding the inverse of a coefficient matrix 4 is not usually any easier than solving the
system directly. Thus, unless we are given the inverse of a coefficient matrix 4, as in Example 3.14,
we usually solve a square system by Gaussian elimination (or some iterative method whose discussion
lies beyond the scope of this text).
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3.10 Systems of Linear Equations and Linear Combinations of Vectors

The general system (3.2) of linear equations may be rewritten as the following vector equation:

a ap A1n by
X, ar +x, a» 4+ +x, Qo | _ by
a1 [2%) Amn bm
Recall that a vector v in K" is said to be a linear combination of vectors u;, u,, ..., u,, in K" if there exist
scalars a;,a,,...,a, in K such that

v =ayu; +ayu, +---+a,u,

Accordingly, the general system (3.2) of linear equations and the above equivalent vector equation have a
solution if and only if the column vector of constants is a linear combination of the columns of the
coefficient matrix. We state this observation formally.

THEOREM 3.11: A system AX = B of linear equations has a solution if and only if B is a linear
combination of the columns of the coefficient matrix 4.

Thus, the answer to the problem of expressing a given vector v in K” as a linear combination of vectors
Uy, Uy, ..., u, in K" reduces to solving a system of linear equations.

Linear Combination Example
Suppose we want to write the vector v = (1, —2,5) as a linear combination of the vectors
U :(1>171)7 u2:(17273)7 u3:(27_171)

First we write v = xu; + yu, + zu; with unknowns x, y, z, and then we find the equivalent system of linear
equations which we solve. Specifically, we first write

1 1 1 2
2| =x|1|+y|2|+z|-1 (*)
| 5] 1 3 1
Then
[ 1] x y 2z x+y+2z
2|=Ix{+ ||+ |—z|=|x+2y—2
| 5] X 3y z x+3y+z

Setting corresponding entries equal to each other yields the following equivalent system:

x+ y+2z= 1

X+2y— z=-2 (**)

x+3y+ z= 5
For notational convenience, we have written the vectors in R” as columns, because it is then easier to find
the equivalent system of linear equations. In fact, one can easily go from the vector equation (*) directly
to the system (**).

Now we solve the equivalent system of linear equations by reducing the system to echelon form. This
yields

x+ y+2z= 1 x+y+2z= 1
y—3z=-3 and then y—3z=-3
2y— z= 4 5z= 10

Back-substitution yields the solution x = —6, y = 3, z = 2. Thus, v = —6u; + 3u, + 2us.
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EXAMPLE 3.15

(a) Write the vector v = (4,9,19) as a linear combination of
ul - (17_2,3), T/lz :(3,_7,10), u3 :(2’1,9)

Find the equivalent system of linear equations by writing v = xu; + yu, + zus, and reduce the system to an
echelon form. We have

x+ 3y+2z= 4 x+3y+2z= 4 x+3y+2z= 4

—2x— Ty+ z= 9 or —y+5z=17 or —v+5z=17

3x+ 10y +9z=19 y+3z= 17 8z =24
Back-substitution yields the solution x =4, y = —2, z = 3. Thus, v is a linear combination of u,u,, us.

Specifically, v = 4u; — 2u, + 3u;.
(b) Write the vector v = (2,3, —5) as a linear combination of
u; = (1,2,-3), u, = (2,3, —-4), uy = (1,3,-5)

Find the equivalent system of linear equations by writing v = xu; + yu, + zu;, and reduce the system to an
echelon form. We have

x+20+ z= 2 x+2y+ z= 2 X+2+ z= 2
2x+3y+3z= 3 or v+ z=-1 or —S5y+5z=-1
—3x—4y—-5z=-5 2y—2z= 1 0= 3

The system has no solution. Thus, it is impossible to write v as a linear combination of u,, u,, u3.

Linear Combinations of Orthogonal Vectors, Fourier Coefficients

Recall first (Section 1.4) that the dot (inner) product u - v of vectors u = (ay,...,a,) and v = (b;,...,b,)
in R” is defined by

u-v=ab +ab,+---+a,b,

Furthermore, vectors u# and v are said to be orthogonal if their dot product u - v = 0.
Suppose that u;,u,,...,u, in R" are n nonzero pairwise orthogonal vectors. This means

(i) w;-u;=0 fori#j and (ii) wu;-u; #0 for each i

Then, for any vector v in R”", there is an easy way to write v as a linear combination of u,u,,...,u,,
which is illustrated in the next example.

EXAMPLE 3.16 Consider the following three vectors in R>:
U :(17171)7 u2:(17_372)7 M3:(5,—1,—4)

These vectors are pairwise orthogonal; that is,

ul'u2:1_3+2:0, ul'u3:5_1_4:0, u2u3:5+3_820

Suppose we want to write v = (4, 14, —9) as a linear combination of u,, u,, u.

Method 1. Find the equivalent system of linear equations as in Example 3.14 and then solve,
obtaining v = 3u; — 4u, + us.

Method 2. (This method uses the fact that the vectors u;,u,,u; are mutually orthogonal, and
hence, the arithmetic is much simpler.) Set v as a linear combination of u,, u,, 3 using unknown scalars
x,y,z as follows:

(4,14, -9) =x(1,1,1) + y(1,-3,2) +z(5,—1,—4) *
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Take the dot product of (*) with respect to u, to get
(4,14,-9) - (1,1,1) = x(1,1,1) - (1,1,1) or 9 =13x or x=3

(The last two terms drop out, because u, is orthogonal to u, and to u;.) Next take the dot product of (*) with respect
to u, to obtain

(4,14,-9) - (1,-3,2) = y(1,-3,2) - (1, -3,2) or —56 =14y or y=-4
Finally, take the dot product of (*) with respect to u; to get

(4,14,—9) - (5,—1,—4) = z(5,—1,—4) - (5,—1,—4) or 42=42z or z=1
Thus, v = 3u; — 4u, + us.

The procedure in Method 2 in Example 3.16 is valid in general. Namely,

THEOREM 3.12: Suppose u;,u,, ..., u, are nonzero mutually orthogonal vectors in R". Then, for any
vector v in R”,
URETN V- Uy URET
V= u; + Uy + -+ u,
Uy -y U - Uy Uy - Uy

We emphasize that there must be # such orthogonal vectors u; in R” for the formula to be used. Note
also that each u; - u; # 0, because each u; is a nonzero vector.

Remark: The following scalar ; (appearing in Theorem 3.12) is called the Fourier coefficient of v
with respect to u;:

U'u[ o ’U‘ui

Tt )

It is analogous to a coefficient in the celebrated Fourier series of a function.

3.11 Homogeneous Systems of Linear Equations

A system of linear equations is said to be homogeneous if all the constant terms are zero. Thus, a
homogeneous system has the form AX = 0. Clearly, such a system always has the zero vector
0 =(0,0,...,0) as a solution, called the zero or trivial solution. Accordingly, we are usually interested
in whether or not the system has a nonzero solution.

Because a homogeneous system AX = 0 has at least the zero solution, it can always be put in an
echelon form, say

apx; + [AP2%) + a|;3xX3 + A14Xy + -+ ay X, = 0
D)%), + @, +1%,+1 T+t agX, = 0

Gy %, oo+t =0
Here » denotes the number of equations in echelon form and » denotes the number of unknowns. Thus,
the echelon system has n — r free variables.
The question of nonzero solutions reduces to the following two cases:
(1) » = n. The system has only the zero solution.
(i) » < n. The system has a nonzero solution.

Accordingly, if we begin with fewer equations than unknowns, then, in echelon form, » < n, and the
system has a nonzero solution. This proves the following important result.

THEOREM 3.13: A homogeneous system AX = 0 with more unknowns than equations has a nonzero
solution.
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EXAMPLE 3.17 Determine whether or not each of the following homogeneous systems has a nonzero
solution:

x+ y— z=0 x+ y— z=0 X1+ 2% —3x;+4x, =0
2x—=3y+ z=0 2x+4— z=0 2x) — 3%y +5x3 — Tx4, =0
x—4y+2z=0 3x+2y+2z=0 Sx14+6xy —9x3 +8x4, =0
(a) (b) (c)
(a) Reduce the system to echelon form as follows:
x+ y—z=0 o
—5y+3z=0 and then Xt5y+3j:g
—5y+3z=0 Y o

The system has a nonzero solution, because there are only two equations in the three unknowns in echelon form.
Here z is a free variable. Let us, say, set z = 5. Then, by back-substitution, y = 3 and x = 2. Thus, the vector
u = (2,3,5) is a particular nonzero solution.

(b) Reduce the system to echelon form as follows:

x+y— z=0 x+y—z=0
2y+ z=0 and then 2y+z=0
—y+5z=0 11z=0

In echelon form, there are three equations in three unknowns. Thus, the system has only the zero solution.

(c) The system must have a nonzero solution (Theorem 3.13), because there are four unknowns but only three
equations. (Here we do not need to reduce the system to echelon form.)

Basis for the General Solution of a Homogeneous System

Let W denote the general solution of a homogeneous system AX = 0. A list of nonzero solution vectors

uy, Uy, ..., u; of the system is said to be a basis for W if each solution vector w € W can be expressed
uniquely as a linear combination of the vectors u,u,,...,u,; that is, there exist unique scalars
a,,a,, . ..,a, such that

w = au; + ayuy + -+ + a,u,

The number s of such basis vectors is equal to the number of free variables. This number s is called the
dimension of W, written as dim W = s. When W = {0}—that is, the system has only the zero solution—
we define dim W = 0.

The following theorem, proved in Chapter 5, page 171, tells us how to find such a basis.

THEOREM 3.14: Let IV be the general solution of a homogeneous system 4X = 0, and suppose that
the echelon form of the homogeneous system has s free variables. Let u;, u,, ..., u;
be the solutions obtained by setting one of the free variables equal to 1 (or any
nonzero constant) and the remaining free variables equal to 0. Then dim W = s, and
the vectors u;, u,, ..., u, form a basis of W.

We emphasize that the general solution # may have many bases, and that Theorem 3.12 only gives us
one such basis.

EXAMPLE 3.18 Find the dimension and a basis for the general solution W of the homogeneous system

X1+ 2x)— 3x3+2x4— 4x5=0
2x1 + 4x2 — SX3 + X4 — 6X5 == O
le + 10X2 — 13X3 + 4X4 — 16X5 =0
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First reduce the system to echelon form. Apply the following operations:

“Replace L, by —2L; +L,” and “Replace L3 by —5L; +L;” and then “Replace L; by —2L, + L;”
These operations yield
X1 +2x2 —3X3 +ZX4—4X5 =0

X3 —3x4 +2x5=0 and
2x3 —6x4 +4x5 =0

xl+2X2_3.X3+2)C4_4xS:O
X3 —3x4 +2x5=0

The system in echelon form has three free variables, x,, x4, xs; hence, dim W = 3. Three solution vectors that form a
basis for /¥ are obtained as follows:

(1) Setx, =1, x4, =0, xs = 0. Back-substitution yields the solution u; = (-2, 1,0,0,0).
(2) Setx, =0, x, =1, x5 = 0. Back-substitution yields the solution u, = (7,0,3,1,0).
(3) Setx, =0, x, =0, xs = 1. Back-substitution yields the solution u; = (—2,0,—2,0,1).

The vectors u; = (-2,1,0,0,0), u, =(7,0,3,1,0), w3 =(-2,0,—2,0,1) form a basis for .

Remark: Any solution of the system in Example 3.18 can be written in the form

auy + buy + cuy = a(—2,1,0,0,0) + 5(7,0,3,1,0) + ¢(—2,0,—2,0,1)
=(-2a+7b—2¢c, a, 3b—2, b, o)

or
x; =—2a+7b—2c, X, = a, x3 =3b — 2c, x, = b, X5 =c¢

where a, b, c are arbitrary constants. Observe that this representation is nothing more than the parametric
form of the general solution under the choice of parameters x, = a, x, = b, x5 = c.

Nonhomogeneous and Associated Homogeneous Systems

Let AX = B be a nonhomogeneous system of linear equations. Then AX = 0 is called the associated
homogeneous system. For example,

xX+2y—4z=7 and x+2y—4z=0
3x —5y+4+6z=28 3x—59+6z=0

show a nonhomogeneous system and its associated homogeneous system.
The relationship between the solution U of a nonhomogeneous system AX = B and the solution W of
its associated homogeneous system AX = 0 is contained in the following theorem.

THEOREM 3.15: Let v, be a particular solution of AX = B and let W be the general solution of
AX = 0. Then the following is the general solution of AX = B:

U=vy+W={vy+w:weWw}

That is, U = v, + W is obtained by adding v, to each element in /. We note that this theorem has a
geometrical interpretation in R. Specifically, suppose W is a line through the origin O. Then, as pictured
in Fig. 3-4, U = v, + W is the line parallel to W obtained by adding v, to each element of . Similarly,
whenever W is a plane through the origin O, then U = v, + W is a plane parallel to V.
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3.12 Elementary Matrices

Let e denote an elementary row operation and let e(4) denote the results of applying the operation e to a
matrix 4. Now let £ be the matrix obtained by applying e to the identity matrix /; that is,

E=e(l)

Then E is called the elementary matrix corresponding to the elementary row operation e. Note that E is
always a square matrix.

EXAMPLE 3.19 Consider the following three elementary row operations:

(1) Interchange R, and R;. (2) Replace R, by —6R,. (3) Replace Ry by — 4R, + R;.

The 3 x 3 elementary matrices corresponding to the above elementary row operations are as follows:
1 0 0 1 0 0 1 0 0
E, =10 0 1], E,=[0 -6 0, Eyx=1] 0 1 0
01 0 0 0 1 -4 0 1
The following theorem, proved in Problem 3.34, holds.
THEOREM 3.16: Let ¢ be an elementary row operation and let £ be the corresponding m x m
elementary matrix. Then
e(d) =EA

where A4 is any m X n matrix.

In other words, the result of applying an elementary row operation e to a matrix 4 can be obtained by
premultiplying A4 by the corresponding elementary matrix E.
Now suppose ¢’ is the inverse of an elementary row operation e, and let £’ and E be the corresponding
matrices. We note (Problem 3.33) that E is invertible and E’ is its inverse. This means, in particular, that
any product

P:EkEzE]

of elementary matrices is invertible.
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Applications of Elementary Matrices

Using Theorem 3.16, we are able to prove (Problem 3.35) the following important properties of matrices.

THEOREM 3.17: Let A be a square matrix. Then the following are equivalent:
(a) A is invertible (nonsingular).
(b) A is row equivalent to the identity matrix /.
(c) 4 is a product of elementary matrices.

Recall that square matrices 4 and B are inverses if AB = BA = [. The next theorem (proved in
Problem 3.36) demonstrates that we need only show that one of the products is true, say AB = I, to prove
that matrices are inverses.

THEOREM 3.18: Suppose AB = I. Then BA = I, and hence, B = A~!.

Row equivalence can also be defined in terms of matrix multiplication. Specifically, we will prove
(Problem 3.37) the following.

THEOREM 3.19: B is row equivalent to 4 if and only if there exists a nonsingular matrix P such that
B =PA.

Application to Finding the Inverse of an n x n Matrix

The following algorithm finds the inverse of a matrix.

ALGORITHM 3.5: The input is a square matrix 4. The output is the inverse of 4 or that the inverse
does not exist.

Step1. Form the n x 2n (block) matrix M = [4, I], where A is the left half of M and the identity matrix
1 is the right half of M.

Step 2. Row reduce M to echelon form. If the process generates a zero row in the A half of M, then
STOP
A has no inverse. (Otherwise A4 is in triangular form.)
Step 3. Further row reduce M to its row canonical form
M ~ [I,B]
where the identity matrix / has replaced 4 in the left half of M.
Step 4. Set A~! = B, the matrix that is now in the right half of M.

The justification for the above algorithm is as follows. Suppose A4 is invertible and, say, the sequence
of elementary row operations ey, e,, . . ., e, applied to M = [4, I] reduces the left half of M, which is 4, to
the identity matrix /. Let E; be the elementary matrix corresponding to the operation e;. Then, by
applying Theorem 3.16. we get

Eq...EzElAII or (EqEzEII)AII, SO A_l :Eq"'EZElI
That is, A~! can be obtained by applying the elementary row operations e, e,, ... ,e, to the identity
matrix /, which appears in the right half of M. Thus, B = 4~!, as claimed.

EXAMPLE 3.20

1 0 2
Find the inverse of the matrix 4 = {2 -1 3] .
4 1 8
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First form the (block) matrix M = [4, ] and row reduce M to an echelon form:

1 0 2:1 0 0 1 0 2: 1 00 1 2: 1 0 0
M=)|2 -1 3,01 0f{~|0O -1 -1 -2 1 O0|~|0 -1 -1,-2 1 0
4 1 80 0 1 0 1 0'—4 0 1 0 0 —-1'"-6 1 1

In echelon form, the left half of M is in triangular form; hence, A has an inverse. Next we further row reduce M to its
row canonical form:

1 0 0:—11 2 2 1 00 :—11 2 2
M~1]10 -1 0, 4 0 —-1|~(0 1 01 —4 O 1
0o o0 1" 6 -1 -1 001! 6 -1 -1

The identity matrix is now in the left half of the final matrix; hence, the right half is A~'. In other words,

-1 2 2
A= -4 0 1
6 —1 -1

Elementary Column Operations

Now let 4 be a matrix with columns C;,C,,...,C,. The following operations on 4, analogous to the
elementary row operations, are called elementary column operations:
[Fi] (Column Interchange): Interchange columns C; and C;.
[F5] (Column Scaling): Replace C; by kC; (where k # 0).
[F5] (Column Addition): Replace C; by kC; + C;.
We may indicate each of the column operations by writing, respectively,

) C=GC 2k —C, (3) (kC;+ C)) = G

Moreover, each column operation has an inverse operation of the same type, just like the corresponding
row operation.

Now let f* denote an elementary column operation, and let ' be the matrix obtained by applying f to
the identity matrix /; that is,

F=f)

Then F is called the elementary matrix corresponding to the elementary column operation f. Note that
is always a square matrix.

EXAMPLE 3.21
Consider the following elementary column operations:

(1) Interchange C, and Cs; (2) Replace C; by —2Cj; (3) Replace C; by —3C, + C;
The corresponding three 3 x 3 elementary matrices are as follows:
0 0 1 1 0 0 I 0 0
Fi=10 1 0], F,=10 1 0f, F=10 1 -
1 0 0 0 0 -2 0 0 1

The following theorem is analogous to Theorem 3.16 for the elementary row operations.

THEOREM 3.20: For any matrix 4, f(4) = AF.

That is, the result of applying an elementary column operation / on a matrix 4 can be obtained by
postmultiplying A4 by the corresponding elementary matrix F.
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Matrix Equivalence

A matrix B is equivalent to a matrix 4 if B can be obtained from A4 by a sequence of row and column
operations. Alternatively, B is equivalent to A, if there exist nonsingular matrices P and Q such that
B = PAQ. Just like row equivalence, equivalence of matrices is an equivalence relation.

The main result of this subsection (proved in Problem 3.38) is as follows.
THEOREM 3.21: Every m x n matrix 4 is equivalent to a unique block matrix of the form
I, 0
0 0

where /, is the r-square identity matrix.

The following definition applies.

DEFINITION: The nonnegative integer 7 in Theorem 3.18 is called the rank of A, written rank(4).

Note that this definition agrees with the previous definition of the rank of a matrix.

3.13 LU DECOMPOSITION

Suppose 4 is a nonsingular matrix that can be brought into (upper) triangular form U using only row-
addition operations; that is, suppose A can be triangularized by the following algorithm, which we write
using computer notation.

ALGORITHM 3.6: The input is a matrix 4 and the output is a triangular matrix U.
Step 1. Repeat fori=1,2,...,n—1:
Step 2. Repeat forj=i+1,i+2,...,n

(a) Set my; i = —a,-]-/al-l-.
(b) Set Rj' c= mini 4 Rj
[End of Step 2 inner loop.]
[End of Step 1 outer loop.]

The numbers m,; are called multipliers. Sometimes we keep track of these multipliers by means of the
following lower triangular matrix L:

1 0 0 0 0

iy 1 0 0 0

L= —ms3; —Mms3y 1 O 0
—my My M3 my n—1 1

That is, L has 1’s on the diagonal, 0’s above the diagonal, and the negative of the multiplier m;; as its
ij-entry below the diagonal.

The above matrix L and the triangular matrix U obtained in Algorithm 3.6 give us the classical LU
factorization of such a matrix 4. Namely,

THEOREM 3.22: Let 4 be a nonsingular matrix that can be brought into triangular form U using only
row-addition operations. Then 4 = LU, where L is the above lower triangular matrix
with 1’s on the diagonal, and U is an upper triangular matrix with no 0’s on the
diagonal.
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1 2 -3
EXAMPLE 3.22 Supposed = { -3 —4 13 } . We note that 4 may be reduced to triangular form by the operations
2 1 =5

“Replace R, by 3R; + R,”; “Replace R; by — 2R, + R;”; andthen “Replace R; by %Rz +Ry”

That is,

This gives us the classical factorization 4 = LU, where

1 0 0 1 2 -3
L=1|-3 1 0 and U=1|0 2 4
2 —% 1 0 0 7

We emphasize:
(1) The entries —3,2, —% in L are the negatives of the multipliers in the above elementary row operations.

(2) U is the triangular form of 4.

Application to Systems of Linear Equations

Consider a computer algorithm M. Let C(n) denote the running time of the algorithm as a function of the
size n of the input data. [The function C(n) is sometimes called the time complexity or simply the
complexity of the algorithm M.] Frequently, C(n) simply counts the number of multiplications and
divisions executed by M, but does not count the number of additions and subtractions because they take
much less time to execute.

Now consider a square system of linear equations AX = B, where

A= lay), X=[x,....x,]", B=1b,,...,b,)"

and suppose 4 has an LU factorization. Then the system can be brought into triangular form (in order to
apply back-substitution) by applying Algorithm 3.6 to the augmented matrix M = [4, B] of the system.
The time complexity of Algorithm 3.6 and back-substitution are, respectively,

C(n) ~3n’ and  C(n) ~ j3n?

where #n is the number of equations.

On the other hand, suppose we already have the factorization 4 = LU. Then, to triangularize the
system, we need only apply the row operations in the algorithm (retained by the matrix L) to the column
vector B. In this case, the time complexity is

C(n) ~in?

Of course, to obtain the factorization A = LU requires the original algorithm where C(n) ~ %n3. Thus,
nothing may be gained by first finding the LU factorization when a single system is involved. However,
there are situations, illustrated below, where the LU factorization is useful.

Suppose, for a given matrix 4, we need to solve the system

AX =B
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repeatedly for a sequence of different constant vectors, say By, B,, . .., B;. Also, suppose some of the B,
depend upon the solution of the system obtained while using preceding vectors B;. In such a case, it is
more efficient to first find the LU factorization of 4, and then to use this factorization to solve the system
for each new B.

EXAMPLE 3.23 Consider the following system of linear equations:

x+ v+ z=k 1 21 ky
2x+ 3y+3z=k, or AX =B, where 4= 2 33 and B= |k
=3x+ 10y + 2z = k3 -3 10 2 ks

Suppose we want to solve the system three times where B is equal, say, to B;,B,, B;. Furthermore, suppose
B, = [1,1,1]", and suppose
By, =B;+X  (forj=12)

where X; is the solution of AX = Bj. Here it is more efficient to first obtain the LU factorization of 4 and then use the

LU factorization to solve the system for each of the B’s. (This is done in Problem 3.42.)

SOLVED PROBLEMS

Linear Equations, Solutions, 2 x 2 Systems

3.1. Determine whether each of the following equations is linear:
(a) Sx+7y—8yz=16, (b) x+my+ez=1logs, (c) 3x+ky—8=16
(a) No, because the product yz of two unknowns is of second degree.

(b) Yes, because 7, e, and log5 are constants.

(c) As it stands, there are four unknowns: x, y, z, k. Because of the term £y it is not a linear equation. However,
assuming k is a constant, the equation is linear in the unknowns x,y, z.

3.2. Determine whether the following vectors are solutions of x; 4+ 2x, —4x; + 3x, = 15:
(@ u=(3,2,1,4) and (b) v=(1,2,4,5).
(a) Substitute to obtain 3 4+ 2(2) — 4(1) 4+ 3(4) = 15, or 15 = 15; yes, it is a solution.
(b) Substitute to obtain 1 4 2(2) — 4(4) + 3(5) = 15, or 4 = 15; no, it is not a solution.

3.3. Solve (a) ex=m, (b) 3x—4—x=2x+3, ) 7T+2x—4=3x+3—x
(a) Because e # 0, multiply by 1/e to obtain x = n/e.

(b) Rewrite in standard form, obtaining Ox = 7. The equation has no solution.

(c) Rewrite in standard form, obtaining Ox = 0. Every scalar £ is a solution.

3.4. Prove Theorem 3.4: Consider the equation ax = b.

(1) Ifa # 0, then x = b/a is a unique solution of ax = b.
(i) If a = 0 but b # 0, then ax = b has no solution.
(iii)) If a = 0 and b = 0, then every scalar k is a solution of ax = b.

Suppose a # 0. Then the scalar b/a exists. Substituting b/a in ax = b yields a(b/a) = b, or b = b;
hence, b/a is a solution. On the other hand, suppose x; is a solution to ax = b, so that ax, = b. Multiplying
both sides by 1/a yields x, = b/a. Hence, b/a is the unique solution of ax = b. Thus, (i) is proved.

On the other hand, suppose a = 0. Then, for any scalar k, we have ak = 0k = 0. If b # 0, then ak # b.
Accordingly, £ is not a solution of ax = b, and so (ii) is proved. If » = 0, then ak = b. That is, any scalar & is
a solution of ax = b, and so (iii) is proved.
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3.5.

3.6.

Solve each of the following systems:
2x — 5y =11 2x —3y =28
@ 3 i4—s ® _ertroy—6

2x—3y= 8

© —4x + 6y = —16

(a) Eliminate x from the equations by forming the new equation L = —3L; + 2L,. This yields the equation
23y = -23, and so y=-1
Substitute y = —1 in one of the original equations, say L;, to get
2x—5(—-1) =11 or 2x+5=11 or 2x=6 or x=3
Thus, x = 3, y = —1 or the pair u = (3, —1) is the unique solution of the system.
(b) Eliminate x from the equations by forming the new equation L = 3L; + L,. This yields the equation
Ox + 0y =30

This is a degenerate equation with a nonzero constant; hence, this equation and the system have no
solution. (Geometrically, the lines corresponding to the equations are parallel.)

(c) Eliminate x from the equations by forming the new equation L = 2L, + L,. This yields the equation
Ox+0y=0

This is a degenerate equation where the constant term is also zero. Thus, the system has an infinite
number of solutions, which correspond to the solution of either equation. (Geometrically, the lines
corresponding to the equations coincide.)

To find the general solution, set y = a and substitute in L, to obtain
2x—3a=8 or 2x=3a+8 or x=3a+4
Thus, the general solution is
x=3a+4, y=a o u=(a+4, a)

where a is any scalar.

Consider the system
xX+ay=4
ax+9=5>b
(a) For which values of a does the system have a unique solution?
(b) Find those pairs of values (a, b) for which the system has more than one solution.

(a) Eliminate x from the equations by forming the new equation L = —al; + L,. This yields the equation
(9—ad®)y=>b—4a (1)
The system has a unique solution if and only if the coefficient of y in (1) is not zero—that is, if
9—a?#0orif a# +3.

(b) The system has more than one solution if both sides of (1) are zero. The left-hand side is zero when
a = 3. When a = 3, the right-hand side is zero when » — 12 = 0 or b = 12. When a = —3, the right-
hand side is zero when b + 12 — 0 or b = —12. Thus, (3, 12) and (—3, —12) are the pairs for which the
system has more than one solution.

Systems in Triangular and Echelon Form

3.7.

Determine the pivot and free variables in each of the following systems:

2x1 —3xy —6x3 — Sx4 +2x5 =7 2x—6y+7z=1 x+2y—3z=2
X3+ 3x4 —Tx5 =06 4y +3z=28 2x+3y+ z=4
X4 —2x5 =1 2z=4 3x+4y+5z=28

(a) (b) (c)

(a) In echelon form, the leading unknowns are the pivot variables, and the others are the free variables. Here
X1, X3, x4 are the pivot variables, and x, and x5 are the free variables.
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(b) The leading unknowns are x,y, z, so they are the pivot variables. There are no free variables (as in any
triangular system).

(c) The notion of pivot and free variables applies only to a system in echelon form.

3.8. Solve the triangular system in Problem 3.7(b).
Because it is a triangular system, solve by back-substitution.
(i) The last equation gives z = 2.
(i) Substitute z = 2 in the second equation to get 4y +6 =8 or y = %
(iii) Substitute z=2 and y = % in the first equation to get

1
2x—6<§)+7(2):1 or 2x+11=1 or x=-5

Thus, x=-5 y=1 z=2 oru=(-5,1,2) isthe unique solution to the system.

3.9. Solve the echelon system in Problem 3.7(a).

Assign parameters to the free variables, say x, = a and x5 = b, and solve for the pivot variables by back-
substitution.

(i) Substitute x5 = b in the last equation to get x, —2b =1 or x; = 2b + 1.
(i) Substitute x5 = b and x4, = 2b + 1 in the second equation to get

x3+32b+1)—7b=6 or x3—b+3=6 or x3=b+3
(iii) Substitute x5 =0>b,x4 =2b+1, x3=>0+3, x, =a in the first equation to get
2x;, —3a—6(b+3)-52b+1)+2b=7 or 2x; —3a—14b-23 =7

or x1:%a+7b+15
Thus,

3
Y =3a+7b+15, xm=a,  x;=b+3,  x=2b+1 x5=b
or u:(§a+7b+15, a, b+3, 2b+1, b>

2

is the parametric form of the general solution.

Alternatively, solving for the pivot variable x;,x3,x, in terms of the free variables x, and x5 yields the
following free-variable form of the general solution:

3
XIZE.X2+7X5+157 x3:x5+37 X4:2XS+1

3.10. Prove Theorem 3.6. Consider the system (3.4) of linear equations in echelon form with » equations
and n unknowns.

(1) If » = n, then the system has a unique solution.

(i1) Ifr < n, then we can arbitrarily assign values to the n — r free variable and solve uniquely for
the » pivot variables, obtaining a solution of the system.

(1) Suppose r = n. Then we have a square system AX = B where the matrix 4 of coefficients is (upper)
triangular with nonzero diagonal elements. Thus, 4 is invertible. By Theorem 3.10, the system has a
unique solution.

(i) Assigning values to the n — r free variables yields a triangular system in the pivot variables, which, by
(1), has a unique solution.
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Gaussian Elimination

3.11. Solve each of the following systems:

(@)

(b)

(©)

x+2y—4z= —4 x+2y—-3z=-1 x+2y— 3z=1

2x+5y—9z=-10 —3x+ y—2z=-7 2x+5y— 8z=4

3x—2y+3z= 11 Sx+3y—4z= 2 3x+8 —13z=7
(a) (b) (c)

Reduce each system to triangular or echelon form using Gaussian elimination:

Apply “‘Replace L, by —2L; + L,’’ and ‘‘Replace L; by —3L; + L;’’ to eliminate x from the second and
third equations, and then apply ‘‘Replace L; by 8L, + L;”’ to eliminate y from the third equation. These
operations yield

Xx+2y— 4z=-4 X+2y—4z=-4
y— z=-2 and then y— z=-2
—8y+15z= 23 Tz= 17

The system is in triangular form. Solve by back-substitution to obtain the unique solution
u=(2,-1,1).

Eliminate x from the second and third equations by the operations ‘‘Replace L, by 3L, +L,”” and
“Replace Ly by —5L; + L;.”’ This gives the equivalent system

x+2y— 3z= -1
7y — 11z = —-10
-Ty+1lz= 7

The operation ‘‘Replace Ly by L, + L3’ yields the following degenerate equation with a nonzero
constant:

Ox+0y+0z=-3

This equation and hence the system have no solution.

Eliminate x from the second and third equations by the operations ‘‘Replace L, by —2L, + L,”’ and
“Replace L; by —3L; + L;.”” This yields the new system

x+2y-3z=1

y—2z=2

2y —4z =4

x+2y—3z=1
y—2z=2

(The third equation is deleted, because it is a multiple of the second equation.) The system is in echelon
form with pivot variables x and y and free variable z.

To find the parametric form of the general solution, set z = a and solve for x and y by back-
substitution. Substitute z = a in the second equation to get y = 2 + 2a. Then substitute z = a and
y =2+ 2a in the first equation to get

x+22+2a)-3a=1 or x+4+a=1 or x=-3-—a
Thus, the general solution is
x=-3—a, y=2+42a z=a or u=(-3-a, 242a, a)

where a is a parameter.

3.12. Solve each of the following systems:

Xp— 3% +2x; — x4+ 2x5 =2 X1+ 2xy —3x3+4x, =2

3x) = 9% +Tx3 — x4 +3x5=7 2004 5x —2x3+ x5 =1

2x) — 6xy + Tx3 +4x4 — S5x5 =7 Sxy + 12xy — Tx3 + 6x4 =3
(a) (b)

Reduce each system to echelon form using Gaussian elimination:
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(@)

(b)

Apply ‘‘Replace L, by —3L; + L,’” and ‘‘Replace L; by —2L; + L;’’ to eliminate x from the second and
third equations. This yields

X; = 3% +2x3 — x4+ 2x5 =2
X34+ 2x4 —3x5 =1 or
3X3+6X479XS :3

xl—3xZ+2)C3— X4+2xS:2
X3+2X4—3XS:1

(We delete L;, because it is a multiple of L,.) The system is in echelon form with pivot variables x; and
x5 and free variables x,,x,, Xs.

To find the parametric form of the general solution, set x, = a, x, = b, x5 = ¢, where a, b, c are
parameters. Back-substitution yields x; = 1 — 2b + 3¢ and x; = 3a + 5b — 8c. The general solution is

xy=3a+5b—-8c, x,=0a, x3=1-2b+3c, x,=0b, xs=c

or, equivalently, u = (3a + 5b — 8¢, a, 1 —2b+ 3¢, b, ¢).

Eliminate x; from the second and third equations by the operations ‘‘Replace L, by —2L, + L,”’ and
“Replace L3 by —5L; + L3.”’ This yields the system

xl —+ 2x2 — 3.X3 =+ 4X4 = 2
Xy +4x3 — Txy=-3
Z)C2 —+ 8XS — 14X4 = 77

The operation ‘‘Replace L; by —2L, + L;”’ yields the degenerate equation 0 = —1. Thus, the system
has no solution (even though the system has more unknowns than equations).

3.13. Solve using the condensed format:

2y+3z= 3
X+ y+ z= 4
4x +8y —3z =35

The condensed format follows:

Number Equation Operation
(2) (n 2y+ 3z= 3 L <L,
(1) (2) x+ y+ z= 4 L~ L,
(3) 4x + 8y — 3z=135
(3" 4y — Tz=19 Replace Ly by — 4L, + Ly
(3" —13z=13 Replace Ly by — 2L, + L,

Here (1), (2), and (3”) form a triangular system. (We emphasize that the interchange of L, and L, is
accomplished by simply renumbering L, and L, as above.)

Using back-substitution with the triangular system yields z= —1 from L;, y =3 from L,, and x = 2

from L;. Thus, the unique solution of the system is x =2, y = 3, z = —1 or the triple u = (2,3, —1).

3.14. Consider the system

(@)
(b)

xX+2y+ z= 3
ay+5z=10
2x+Ty+az= b

Find those values of a for which the system has a unique solution.

Find those pairs of values (a, ) for which the system has more than one solution.

Reduce the system to echelon form. That is, eliminate x from the third equation by the operation

“Replace L; by —2L,+L;” and then eliminate y from the third equation by the operation
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“Replace L; by —3L, + aL;.”” This yields

x4+ 2y + z=3 xX+2y+ z=3
ay +5z=10 and then ay+5z=10
3y+(a—2)z=b-56 (@ —2a—15)z = ab — 6a — 30

Examine the last equation (a> — 2a — 15)z = ab — 6a — 30.

(a) The system has a unique solution if and only if the coefficient of z is not zero; that is, if
@ —2a—15=(a—5)(a+3)#0 or a#5 and a# 3.

(b) The system has more than one solution if both sides are zero. The left-hand side is zero when a = 5 or
a = —3. When a = 5, the right-hand side is zero when 5b — 60 = 0, or b = 12. When a = —3, the right-
hand side is zero when —3b — 12 = 0, or b = —4. Thus, (5, 12) and (—3, —4) are the pairs for which the
system has more than one solution.

Echelon Matrices, Row Equivalence, Row Canonical Form

3.15. Row reduce each of the following matrices to echelon form:

1 2 -3 0 -4 1 -6
(@ A4=12 4 -2 2|, (b) B= 1 2 =5
3 6 -4 3 6 3 —4
(a) Use a;; =1 as a pivot to obtain 0’s below a,;; that is, apply the row operations ‘‘Replace R, by

—2R| + R,”’ and “‘Replace R; by —3R; + R;.”” Then use a,; = 4 as a pivot to obtain a 0 below a,3; that
is, apply the row operation ‘‘Replace R; by —5R, + 4R;.”” These operations yield

1 2 -3 0 1 2 -3 0
A~10 0 4 2| ~10 0 4 2
00 53 00 0 2

The matrix is now in echelon form.

(b) Hand calculations are usually simpler if the pivot element equals 1. Therefore, first interchange R, and R,.
Next apply the operations ‘‘Replace R, by 4R, + R,”’ and ‘‘Replace R; by —6R, + R;’’; and then apply
the operation ‘‘Replace R; by R, + R;.”” These operations yield

1 2 -5 1 2 =5 1 2 =5
B~ | -4 1 -6~ 10 9 26| ~1(0 9 =26
6 3 —4 0 -9 26 0 0 0

The matrix is now in echelon form.

3.16. Describe the pivoting row-reduction algorithm. Also describe the advantages, if any, of using this
pivoting algorithm.

The row-reduction algorithm becomes a pivoting algorithm if the entry in column j of greatest absolute
value is chosen as the pivot ay;, and if one uses the row operation

(—ay, /ayj, )Ry +R; — R;

The main advantage of the pivoting algorithm is that the above row operation involves division by the
(current) pivot ay; , and, on the computer, roundoff errors may be substantially reduced when one divides by
a number as large in absolute value as possible.

2 =2 2
3.17. Let A= | -3 6 0 —1].Reduce 4 to echelon form using the pivoting algorithm.
1 =7 10 2
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3.18.

3.19.

First interchange R, and R, so that —3 can be used as the pivot, and then apply the operations ‘‘Replace R,
by %Rl + R,”” and “‘Replace R; by 1R + R;.”” These operations yield

3 6 0 -1 3 6 0 -1
A~| 2 =2 2 1|~ 0 2 2 !
1 -7 10 2 0 -5 10 3

w

Now interchange R, and R; so that —5 can be used as the pivot, and then apply the operation ‘‘Replace R; by
2R, +R;.” We obtain

-3 6 0 -1 -3 6 0 -1
A~ | 0 =510 % ~|1 0 =5 10 3
0 2 2 3 0 0 6 1

The matrix has been brought to echelon form using partial pivoting.

Reduce each of the following matrices to row canonical form:

22 -1 6 4 5 -9 6
(@ A= |4 4 1 10 13|, () B=|0 2 3
8 8 —1 26 23 0 0 7

(a) First reduce 4 to echelon form by applying the operations ‘‘Replace R, by —2R, + R,’’ and ‘‘Replace R,
by —4R, + R;,”” and then applying the operation ‘‘Replace R; by —R, + R;.”” These operations yield

2 2 -1 6 4 2 2 -1 6 4
A~ |0 0 3 -2 5| ~10 0 3 =25
0 0 3 2 7 00 0 4 2

Now use back-substitution on the echelon matrix to obtain the row canonical form of 4. Specifically,
first multiply R; by % to obtain the pivot a3, = 1, and then apply the operations ‘‘Replace R, by
2R3 + R, and ‘‘Replace R, by —6R; + R,.”” These operations yield

2 2 -1 6 4 2 2 -1 0 1
A~]0 0 3 -2 5/~|0 0 306
00 o0 14 (00 01 %

Now multiply R, by %, making the pivot a,; = 1, and then apply ‘‘Replace R, by R, + R;,”” yielding

2 2 =1 0 17 220 0 3
A~ |0 O 1 0 2{~]0 0 1 0 2
00 01 4 [000 1}
Finally, multiply R, by %, so the pivot a;; = 1. Thus, we obtain the following row canonical form of 4:
1100 3
A~ |0 0 1 0 2
0001 %

(b) Because B is in echelon form, use back-substitution to obtain

5 -9 6 5 -9 0 5 -9 0 500 1 00
B~10 2 3[~]0 2 0[~]0 1 0 ~]0 1 O|~|0 1 O
0 01 0 01 0 0 0 0 1 0 01

The last matrix, which is the identity matrix 7, is the row canonical form of B. (This is expected, because
B is invertible, and so its row canonical form must be /.)

Describe the Gauss—Jordan elimination algorithm, which also row reduces an arbitrary matrix 4 to
its row canonical form.
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3.20.

The Gauss—Jordan algorithm is similar in some ways to the Gaussian elimination algorithm, except that
here each pivot is used to place 0’s both below and above the pivot, not just below the pivot, before working
with the next pivot. Also, one variation of the algorithm first normalizes each row—that is, obtains a unit

pivot—before it is used to produce 0’s in the other rows, rather than normalizing the rows at the end of the
algorithm.

1 -2 3 1 2
Letd= |1 1 4 —1 3. Use Gauss—Jordan to find the row canonical form of A.
2 59 =2 8
Use a;; = 1 as a pivot to obtain 0’s below «,; by applying the operations ‘‘Replace R, by —R; + R,”’
and ‘‘Replace R; by —2R, + R;.”’ This yields

1 -2 3 1 2
A~10 3 1 =2 1
0 9 3 —4 4

Multiply R, by % to make the pivot a,, = 1, and then produce 0’s below and above a,, by applying the
operations ‘‘Replace R; by —9R, + R;’’ and ‘‘Replace R; by 2R, + R,.”” These operations yield

1 -2 3 1 2 1 0 % _% %
A~10 1 4 =32 1i~]0 1 12
0 9 3 —4 4 0 0 0 2 1

Finally, multiply R; by % to make the pivot a3y = 1, and then produce 0’s above as4 by applying the
operations ‘‘Replace R, by %R3 + R,”’ and ‘‘Replace R, by %R3 + R,.”” These operations yield

18 11 17
103 —353 1o 3 0%

1 _2 1 1 2
0001% 0001%

which is the row canonical form of A4.

Systems of Linear Equations in Matrix Form

3.21.

3.22,

Find the augmented matrix M and the coefficient matrix 4 of the following system:

x+2y—-3z=4
Jy—4z+7Tx=5
6z4+8x -9y =1

First align the unknowns in the system, and then use the aligned system to obtain M and 4. We have

x+2y—-3z=4 1 2 -3 4 1 2 =3
Ix+3y—4z=75; then M= |7 3 -4 5 and A=117 3 -4
& -9y +6z=1 8§ -9 6 1 8 -9 6

Solve each of the following systems using its augmented matrix M:

x+2y— z= 3 xX—2y+4z=2 x+ y+3z=1

x+3y+ z= 5 2x =3y +5z=3 2x+3y— z=3

3x+8+4z=17 3x—4y+6z=7 Sx+Ty+ z=17
(a) (b) (c)

(a) Reduce the augmented matrix M to echelon form as follows:

1 2 -1 3 1 2 -1 3 1 2 -1 3
M=1]1 3 1 5[~ {0 1 2 2~ |0 1 2 2
3 8 4 17 0 2 7 8 0 0 3 4
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Now write down the corresponding triangular system

xX+2y—2z=3
y+2z=2
3z=4
and solve by back-substitution to obtain the unique solution
x:¥7y:7%7 Z:% or u:(137777%5%)
Alternately, reduce the echelon form of M to row canonical form, obtaining
1 2 -1 3 120 3 1 oo ¥
M~|0 1 2 2{~]|0 10 —3{~|0 10 —3
4 4 4
0 0 13 0 0 1 3 0 0 1 3
This also corresponds to the above solution.
(b) First reduce the augmented matrix M to echelon form as follows:
1 -2 4 2 1 -2 4 2 1 -2 4 2
M=1|2 -3 5 3|~|0 1 -3 —-1|~|0 1 -3 -1
3 -4 6 7 0 2 -6 1 o o0 o0 3

The third row corresponds to the degenerate equation Ox + Oy + 0z = 3, which has no solution. Thus,
“DO NOT CONTINUE.”” The original system also has no solution. (Note that the echelon form
indicates whether or not the system has a solution.)

(c) Reduce the augmented matrix M to echelon form and then to row canonical form:

11 31 11 3
M:23713~01771~{(1)(1)_12?]
57 17 02 -14 2

(The third row of the second matrix is deleted, because it is a multiple of the second row and will result
in a zero row.) Write down the system corresponding to the row canonical form of M and then transfer
the free variables to the other side to obtain the free-variable form of the solution:

x+10z=0 and x=—10z
y— Tz=1 y=1+47z

Here z is the only free variable. The parametric solution, using z = a, is as follows:

x=-10a, y=1+4+7a, z=a or u=(—10a, 1+ 7a, a)

3.23. Solve the following system using its augmented matrix M:

Xp+2xy — 3x3 — 2x4 +4x5 =1
2x1+5x2—8x3— X4+6x5:4
X1+4x2—7X3+5X4+2x5:8

Reduce the augmented matrix M to echelon form and then to row canonical form:

1 2 -3 -2 4 1 1 2 -3 -2 41 1 2 -3 =2 41
M=1|25 -8 -1 6 4|~(0 1 -2 3 -2 2|~|0 1 -2 3 =2 2
|14 -7 5 2 8 02 -4 7 =27 0 0 O 1 2 3
(1 2 -3 8 7 1 0 1 0 24 21
~/0 1 -2 0 -8 -7|~|0 1 -2 0 -8 =7
100 0 1 2 3 00 01 2 3

Write down the system corresponding to the row canonical form of M and then transfer the free variables to
the other side to obtain the free-variable form of the solution:

xl + x:; —+ 24x5 = 21 xl = 21 _)C3 — 24x5
Xy — 2x3 — 8xs = —7 and Xy = =74 2x3 + 8x;
X4 +2x5= 3 X4 =3 —2x;5
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Here x,x,,x, are the pivot variables and x; and x5 are the free variables. Recall that the parametric form of
the solution can be obtained from the free-variable form of the solution by simply setting the free variables
equal to parameters, say x3 = a, x5 = b. This process yields

Xy =21—a—-24b, x, = -T7+2a+8b, x3=a, x,=3—-2b, xs=>
or u= 21 —a—24b, —7+2a+ 8b, a, 3 —2b, b)

which is another form of the solution.

Linear Combinations, Homogeneous Systems

3.24. Write v as a linear combination of u;, u,, u;, where
(@ v=1(3,10,7) and u; = (1,3,-2),u, = (1,4,2),u; = (2,8,1);
(b) v=(2,7,10) and u; = (1,2,3), u, = (1,3,5), u3 = (1,5,9);
(c) v=(1,5,4) and u; = (1,3,-2), u, = (2,7, —1), u3 = (1,6,7).

Find the equivalent system of linear equations by writing v = xu; + yu, + zu;. Alternatively, use the
augmented matrix M of the equivalent system, where M = [u,, u,, u3, v]. (Here u;, u,,us, v are the columns
of M.)

(a) The vector equation v = xu; + yu, + zuz for the given vectors is as follows:

3 1 1 2 x+y+2z
10| =x| 3|+y|[4|+2z|8| =] 3x+4y+82
7 -2 2 1 —2x+2y+z

Form the equivalent system of linear equations by setting corresponding entries equal to each other, and
then reduce the system to echelon form:

x+ y+2z= 3 X+ y+2z= 3 x+y+2z=3
3x+4y+8=10 or y+2z= 1 or y+2z=1
—2x4+2y+ z= 17 4y +5z=13 -3z=9

The system is in triangular form. Back-substitution yields the unique solution x =2, y =7, z = —3.

Thus, v = 2u; + Tu, — 3u;.
Alternatively, form the augmented matrix M = [u;, u,, u3, v] of the equivalent system, and reduce
M to echelon form:

1 1 2 3 1 1 2 3 1 1 2 3
M= 348 10{~]0 12 1{~]01 2 1
-2 2 1 7 0 4 5 13 00 -3 9

The last matrix corresponds to a triangular system that has a unique solution. Back-substitution yields
the solution x =2, y =7, z = —3. Thus, v = 2u; + Tu, — 3u;.

(b) Form the augmented matrix M = [u;,u,, us, v] of the equivalent system, and reduce M to the echelon

form:
1 11 2 1 11 2 111 2
M=12 3 5 7{~]0 1 3 3|~]0 1 3 3
359 10 0 2 6 4 0 0 0 -2
The third row corresponds to the degenerate equation Ox + 0y + 0z = —2, which has no solution. Thus,

the system also has no solution, and v cannot be written as a linear combination of u,, u,, u3.

(c) Form the augmented matrix M = [u,,u,, u3, v] of the equivalent system, and reduce M to echelon form:

1 2 1 1 1 211 1 211
M = 3 7 6 5({~(0 1 3 2|~(|0 1 3 2
-2 -1 7 4 0 3 9 6 0 0 0O
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3.25.

3.26.

3.27.

The last matrix corresponds to the following system with free variable z:
X+2y+ z=1
y+3z=2

Thus, v can be written as a linear combination of u,,u,,u; in many ways. For example, let the free
variable z = 1, and, by back-substitution, we get y = —2 and x = 2. Thus, v = 2u; — 2u, + u;.

Letu; = (1,2,4), u, = (2,-3,1), u3 = (2,1, —1) in R®. Show that u,, u,, u; are orthogonal, and
write v as a linear combination of u;, u,,u;, where (a) v = (7,16,6), (b) v=(3,5,2).
Take the dot product of pairs of vectors to get
Uy Uy =2—-644=0, u - u3=242-4=0, u) - u3=4-3-1=0
Thus, the three vectors in R® are orthogonal, and hence Fourier coefficients can be used. That is,
v = xu; + yu, + zuz, where

URETN V-l U Uy
:“1‘“17 :W’ :H
(a) We have
74+32+24 63 14—-484+6 —28 14+16—-6 24
T1t+4+16 21 I I S VR R T I R
Thus, v = 3u; — 2u, + 4u;.
(b) We have
x:3—i-10+8:271:1 y:6—15+2:;7:_1 Z:6+5—2:2:§
1+4+16 21 ’ 44+9+1 14 2’ 4+1+1 6 2

Thus, v =u; — Juy +3us.

Find the dimension and a basis for the general solution W of each of the following homogeneous
systems:
2%+ 4x, — S5x34+3x, =0 x—2y—3z=0
3x;+ 6xy — Tx3+4x,=0 2x+ y+3z=0
5x; +10x, — 11x3 +6x, =0 3x—4y—2z=0
(a) (b)

(a) Reduce the system to echelon form using the operations ‘‘Replace L, by —3L; + 2L,,”” “‘Replace L; by
—5L; +2L;,” and then ‘‘Replace L; by —2L, + L;.”” These operations yield

2x) +4xy, —Sx3+3x4, =0
X3— x4=0 and
3x; —3x, =0
The system in echelon form has two free variables, x, and x,, so dim W = 2. A basis [u;, u,] for W may
be obtained as follows:
(1) Setx, =1, x, =0. Back-substitution yields x3 = 0, and then x; = —2. Thus, #; = (-2, 1,0,0).
(2) Setx, =0, x, = 1. Back-substitution yields x; = 1, and then x; = 1. Thus, u, = (1,0, 1, 1).

(b) Reduce the system to echelon form, obtaining

2x1 +4xZ—5.X3+SX4:0
X3 — X4:0

x—2y—3z=0 x—2y—3z=0
S5y +9z=0 and 5y+9z=0
2y+7z=0 17z=0

There are no free variables (the system is in triangular form). Hence, dim W = 0, and W has no basis.
Specifically, W consists only of the zero solution; that is, W = {0}.

Find the dimension and a basis for the general solution W of the following homogeneous system
using matrix notation:
X1 +2x+ 3x3—2x4+ 4x5=0
2x) +4x, + 8x3+ x4+ 9x5=0
3x; + 6xy + 13x3 +4x4 4+ 14x5 =0

Show how the basis gives the parametric form of the general solution of the system.
When a system is homogeneous, we represent the system by its coefficient matrix A4 rather than by its
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3.28.

augmented matrix M, because the last column of the augmented matrix M is a zero column, and it will
remain a zero column during any row-reduction process.
Reduce the coefficient matrix 4 to echelon form, obtaining

1 2 3 -2 4 1 2 3 -2 4
A=12 4 8 1 9| ~|0 0 2 51~(1)§;’§‘11
36 13 4 14 0 0 4 10 2

(The third row of the second matrix is deleted, because it is a multiple of the second row and will result in a
zero row.) We can now proceed in one of two ways.

(a) Write down the corresponding homogeneous system in echelon form:

X1+ 2% +3x3 —2x4 +4x5=0
Z)C3+5)C4+ x5:0

The system in echelon form has three free variables, x,,x,,xs, so dim W = 3. A basis [u;, u,, us] for W
may be obtained as follows:

(1) Setx, =1, x, =0, xs =0. Back-substitution yields x; = 0, and then x; = —2. Thus,
u; =(-2,1,0,0,0).

(2) Setx, =0, x;, =1, xs =0. Back-substitution yields x; = — %, and then x; = 12—9. Thus,
w, = (2,0,-3,1,0).
2 279V T o0

(3) Setx, =0, x, =0, x5 = 1. Back-substitution yields x; = — 1, and then x; = —3. Thus,

uy = (=30, —1,0,1).

[One could avoid fractions in the basis by choosing x, =2 in (2) and x5 =2 in (3), which yields
multiples of u, and u;.] The parametric form of the general solution is obtained from the following
linear combination of the basis vectors using parameters a, b, c:

auy + buy + cuy = (2a+ b -3¢, a, —3b—1c, b, ¢)

(b) Reduce the echelon form of 4 to row canonical form:

[123—24} {123
A~ ~

vio N3

001 5 1 00 1

= N
| IS

Write down the corresponding free-variable solution:

X, = —2)62 +7X4 — 5)65
5 1
X3 = —E)C4 — §x5

Using these equations for the pivot variables x; and x5, repeat the above process to obtain a basis [u;, u,, u3]
for W. That is, set x, =1, x, =0, x5 = 0 to get u,; set x, =0, x, = 1, x; = 0 to get u,; and set x, =0,
x4 =0, x5 =1 to get us.

Prove Theorem 3.15. Let v, be a particular solution of AX = B, and let W be the general solution
of AX =0. Then U = vy + W = {vy + w: w € W} is the general solution of 4X = B.
Let w be a solution of 4X = 0. Then

A(vyg+w) =Avy+Aw=B+0=8B
Thus, the sum v, 4+ w is a solution of AX = B. On the other hand, suppose v is also a solution of AX = B.
Then

A(v—vy) =Av—Avy=B—-B=0

Therefore, v — v, belongs to W. Because v = v, + (v — v,), we find that any solution of AX = B can be
obtained by adding a solution of AX = 0 to a solution of 4AX = B. Thus, the theorem is proved.
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Elementary Matrices, Applications
3.29. Let e, e,, e5 denote, respectively, the elementary row operations
“Interchange rows R; and R,,” “Replace Ry by 7R3, ” “Replace R, by —3R; + R,”

Find the corresponding three-square elementary matrices £/, E,, E5. Apply each operation to the 3 x 3 identity
matrix /3 to obtain

010 1 0 0 1 00
E,=|1 0 0], E,=|0 1 0], E;=|-3 1 0

0 0 1 0 0 7 0 0 1
3.30. Consider the elementary row operations in Problem 3.29.

(a) Describe the inverse operations ej!, 5!, e3!.

(b) Find the corresponding three-square elementary matrices £}, E}, E}.
(c) What is the relationship between the matrices E', £}, E} and the matrices E|, E,, E3?

(a) The inverses of e, e,, e; are, respectively,
“Interchange rows R, and R,,” “Replace R; by %R3, ? “Replace R, by 3R, + R,.”

(b) Apply each inverse operation to the 3 x 3 identity matrix /5 to obtain

01 0 1 00 1 0 0

E;=1[1 0 of, Ey=10 1 of, E;=|3 10

0 0 1 0 0 % 0 0 1

(c) The matrices EY, E}, EY are, respectively, the inverses of the matrices E|, E,, Ej.
3.31. Write each of the following matrices as a product of elementary matrices:

1 -3 1 2 3 1 1 2
(a) 4= [_2 4}, (b) B=|0 1 4], (c) C= 2 3 8
0 0 1 -3 -1 2

The following three steps write a matrix M as a product of elementary matrices:

Step 1. Row reduce M to the identity matrix /, keeping track of the elementary row operations.
Step 2. Write down the inverse row operations.

Step 3. Write M as the product of the elementary matrices corresponding to the inverse operations. This
gives the desired result.

If a zero row appears in Step 1, then M is not row equivalent to the identity matrix /, and M cannot be
written as a product of elementary matrices.

(a) (1) We have
1 -3 1 -3 1 -3 1 0
A:{—z 4}”{0 —2}N{o 1]”[0 1}:1

where the row operations are, respectively,
“Replace R, by 2R| + R,,” “Replace R, by — %Rz, ? “Replace R, by 3R, +R,”
(2) Inverse operations:

“Replace R, by —2R, +R,,” “Replace R, by —2R,,” “Replace R, by —3R, +R,”

SRR P |
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(b) (1) We have
1 2 3 1 20 1 00
B=10 1 4|~|0 1 0|~ |0 I O0|=1
0 0 1 0 0 1 0 0 1
where the row operations are, respectively,
“Replace R, by —4R; +R,,” “Replace R, by —3R; +R;,” “Replace R; by —2R, + R,”
(2) Inverse operations:

“Replace R, by 4R; + R,,” “Replace R, by 3R; +R;,” “Replace R, by 2R, + R,”

1 0 011 0 371 2 0
3) B=|0 1 4||0 1 0|]0 1 0
00 1/{0 0 1]][0 0 1

(¢) (1) First row reduce C to echelon form. We have

1 1 2 1 1 2 1 1 2
C= 2 3 8 ~10 1 4] ~1]0 1 4
-3 -1 2 0 2 8 0 0 0

In echelon form, C has a zero row. ‘“STOP.”” The matrix C cannot be row reduced to the identity
matrix /, and C cannot be written as a product of elementary matrices. (We note, in particular, that
C has no inverse.)

1 2 —4 1 3 -4
3.32. Find the inverse of (a) A= | -1 -1 51, ) B=1|1 5 -1
2 7 =3 3 13 —6
(a) Form the matrix M = [4, ] and row reduce M to echelon form:

[ 1 2 —411 0 0] 12—4:100
M=|-1 -1 5,01 0[~[01 1,110
L2 7 =300 1] |03 5,-20 1

(1 2 —4: 1 0 0]

~ 0 1 1, 1 1 0

00 2,-5 -3 1]

In echelon form, the left half of M is in triangular form; hence, 4 has an inverse. Further reduce M to
row canonical form:

120:—9 —6 2 100:—16 —11 3
| |
e R R A S CAR BRI A
| |
e A1 B CICIR N B

The final matrix has the form [/, 47!]; that is, 47! is the right half of the last matrix. Thus,
-16 —11 3
Al =

IV SN
(SIS I 1V}
NI—= =

(b) Form the matrix M = [B, ] and row reduce M to echelon form:

1 3 —4:1 0 0 1 3 —4: 1 00 1 3 41 1 0 0
M=|1 5 -1,0 1 0|~ |0 2 3,-1 1 0|~ |0 2 3:—1 1 0
313 =610 0 1 04 61-3 01 00 O0:-1 =21

In echelon form, M has a zero row in its left half; that is, B is not row reducible to triangular form.
Accordingly, B has no inverse.
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3.33.

3.34.

Show that every elementary matrix E is invertible, and its inverse is an elementary matrix.

Let E be the elementary matrix corresponding to the elementary operation e; that is, e(/) = E. Let ¢’ be
the inverse operation of e and let E’ be the corresponding elementary matrix; that is, ¢’(/) = E’. Then

I=d(e(l)=(E)=EE and [=e(d(l))=e(E)=EE

Therefore, £’ is the inverse of E.

Prove Theorem 3.16: Let e be an elementary row operation and let £ be the corresponding
m-square elementary matrix; that is, £ = e(/). Then e(4) = EA, where 4 is any m x n matrix.

Let R; be the row i of 4; we denote this by writing 4 = [R,,...,R,,]. If B is a matrix for which 4B is
defined then 4B = [R|B,...,R,,B]. We also let

e;=(0,...,0,1,0,...,0), =i
Here "=i means 1 is the ith entry. One can show (Problem 2.45) that e;4 = R;. We also note that
I =le,e,...,e,] is the identity matrix.

(i) Let e be the elementary row operation *‘Interchange rows R; and R;.”” Then, for "= i and f = 7
E=e(l)=1[e|, . ,&,..18,...,€,]
and
e(4)=[Ry,....R;,....R;,...,R,]
Thus,

EA:[elA,...,e;Z,...,eg,...,emA}:[Rl,...,l/i;,. I/Q\i,...,Rm]:e(A)
)’

(ii) Let e be the elementary row operation ‘‘Replace R; by kR, (k # 0).”” Then, for" =i,
E=e(l)=e,... ke, ... e,]
and
e(A) = [Rla"'ak/R\ia"'aRm]
Thus,
EA=[eA,... ked,... e A =R,,....kR,, ... R,] =e(d)

(iii) Let e be the elementary row operation ‘‘Replace R; by kR; + R;.”” Then, for" =i,

E=e(l)=]e, ..., kej/—l—\ei, cey @)
and
e(d) =Ry, ..., KR+ R, ..., R,]
Using (ke; + ;)4 = k(e;A) + e;4 = kR; + R;, we have
EA=[ed, ..., (kej+e)d, ..., e,A]
=Ry, ..y KR+ R, ... R,]=e(4)

3.35. Prove Theorem 3.17: Let 4 be a square matrix. Then the following are equivalent:

(a) A4 is invertible (nonsingular).
(b) A is row equivalent to the identity matrix /.
(c) A is a product of elementary matrices.
Suppose 4 is invertible and suppose A4 is row equivalent to matrix B in row canonical form. Then there
exist elementary matrices E,,E,,...,E, such that E,...E,E,4 = B. Because 4 is invertible and each

elementary matrix is invertible, B is also invertible. But if B # I, then B has a zero row; whence B is not
invertible. Thus, B = I, and (a) implies (b).
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3.36.

3.37.

3.38.
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If (b) holds, then there exist elementary matrices E |, E,,...,E, such that E, ... E,E;A = I. Hence,
A= (E,...EE))"  =E{'E;'... E;'. But the E;! are also elementary matrices. Thus (b) implies (c).

If (c) holds, then 4 = E\E,...E,. The E; are invertible matrices; hence, their product 4 is also
invertible. Thus, (c) implies (a). Accordingly, the theorem is proved.

Prove Theorem 3.18: If AB = I, then BA = I, and hence B = A~!.

Suppose 4 is not invertible. Then 4 is not row equivalent to the identity matrix /, and so 4 is row
equivalent to a matrix with a zero row. In other words, there exist elementary matrices £, ..., E, such
that E,...E,E A4 has a zero row. Hence, E,...E,E\AB = E,...E,E|, an invertible matrix, also has a
zero row. But invertible matrices cannot have zero rows; hence 4 is invertible, with inverse A~!. Then
also,

B=IB=(A"'"A)B=A4""(4B) =41 =4""
Prove Theorem 3.19: B is row equivalent to 4 (written B ~ A) if and only if there exists a

nonsingular matrix P such that B = PA.

If B~ A, then B=¢e(...(e,(¢,(4)))...) =E,...E;E\A = PA where P = E,...E,E, is nonsingular.
Conversely, suppose B = PA, where P is nonsingular. By Theorem 3.17, P is a product of elementary
matrices, and so B can be obtained from 4 by a sequence of elementary row operations; that is, B ~ A. Thus,
the theorem is proved.

Prove Theorem 3.21: Every m X n matrix A4 is equivalent to a unique block matrix of the form

H.’ 8} , where I, is the r X r identity matrix.

The proof is constructive, in the form of an algorithm.

Step 1. Row reduce 4 to row canonical form, with leading nonzero entries ay; , ay;,, .- -, 4, -
Step 2. Interchange C, and Cy;, interchange C, and C,; , ..., and interchange C, and C;,. This gives a
o IL.'B| . . .
matrix in the form {—0’—:—0-}, with leading nonzero entries a,;,dy3, - ., d,,.
Step 3. Use column operations, with the a;; as pivots, to replace each entry in B with a zero; that is, for

i=12,...,randj=r+1,r+2,...,n, apply the operation —b;C; + C; — C,.

I
The final matrix has the desired form {—{;—l—g} .
I

Lu Factorization

1 -3 5 1 4 -3
3.39. Find the LU factorization of (a) A4 = 2 -4 7|(,(b) B= 2 8 1
-1 -2 1 -5 -9 7
(a) Reduce 4 to triangular form by the following operations:
“Replace R, by — 2R, +R,,” “Replace R; by R + R3,” and then
“Replace Ry by 3R, +Ry”
These operations yield the following, where the triangular form is U:
1 -3 5 1 -3 5 1 0 0
A~ |0 2 =3[~ |0 2 3|=U and L= 1 0
0 -5 6 0o o0 -3 -1 -3 1

The entries 2, —1, — % in L are the negatives of the multipliers —2, 1,% in the above row operations. (As
a check, multiply L and U to verify 4 = LU.)
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3.40.

3.41.

3.42.

(b) Reduce B to triangular form by first applying the operations ‘‘Replace R, by —2R; + R,’’ and ‘‘Replace
R; by 5R; + R;.”” These operations yield

1 4 3
B~ {0 0 7
0 11 -8

Observe that the second diagonal entry is 0. Thus, B cannot be brought into triangular form without row
interchange operations. Accordingly, B is not LU-factorable. (There does exist a PLU factorization of
such a matrix B, where P is a permutation matrix, but such a factorization lies beyond the scope of this
text.)

Find the LDU factorization of the matrix 4 in Problem 3.39.

The A = LDU factorization refers to the situation where L is a lower triangular matrix with 1’s on the
diagonal (as in the LU factorization of 4), D is a diagonal matrix, and U is an upper triangular matrix with 1’s
on the diagonal. Thus, simply factor out the diagonal entries in the matrix U in the above LU factorization of 4
to obtain D and L. That is,

1 0 0 1 0 0 1 -3 5
L= 2 1 0f, D=0 2 01, U=10 1 -3
-1 —% 1 00 —% 0 0 1
1 2 1
Find the LU factorization of the matrix 4 = 2 3 3
-3 —-10 2
Reduce 4 to triangular form by the following operations:
(1) “Replace R, by —2R; + R,,” (2) “Replace R; by 3R, + R5,” (3) “Replace Ry by —4R, + R;”
These operations yield the following, where the triangular form is U:
1 21 1 2 1 1 0 0
A~ 10 -1 1| ~1|0 -1 1|=U and L= 210
0 -4 5 0 0 1 -3 4 1

The entries 2, —3,4 in L are the negatives of the multipliers —2, 3, —4 in the above row operations. (As a
check, multiply L and U to verify 4 = LU.)

Let 4 be the matrix in Problem 3.41. Find X, X,, X5, where X; is the solution of AX = B, for
(@ By =(1,1,1), (b) B,=B,+X, (c) B;=5B,+X,

(a) Find L™'B, by applying the row operations (1), (2), and then (3) in Problem 3.41 to B;:

1 1 1

nd
N I ULCICON B O
1 4 8

Solve UX = B for B = (1, —1,8) by back-substitution to obtain X, = (—25,9,8).
(b) First find B, = B; + X; = (1,1,1) 4+ (—25,9,8) = (—24,10,9). Then as above

7 (1)and (2 3) T

B, = [~24,10,9) !, 1-24,58,—63)" — L [-24,58, —295]
Solve UX = B for B = (—24,58,—295) by back-substitution to obtain X, = (943, —353, —295).
(c) First find By = B, + X, = (—24,10,9) + (943, —353, —295) = (919, —343, —286). Then, as above
r (1)and (2) 3)

(919, —2181,2671] ———
Solve UX = B for B = (919, —2181, 11 395) by back-substitution to obtain

B, = [943,—353,-295] (919, —2181,11395]"

X, = (—37628,13576,11395).
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Miscellaneous Problems

3.43. Let L be a linear combination of the m equations in n unknowns in the system (3.2). Say L is the
equation

(Clall +ooet cmaml)xl +oot (claln +ooeet cmamn)xn = Clbl e Cmbm (1)
Show that any solution of the system (3.2) is also a solution of L.

Let u = (ky,...,k,) be a solution of (3.2). Then

ank, + apk, + -+ a;,k, = b; (i=12,...,m) (2)
Substituting u in the left-hand side of (1) and using (2), we get

(Clall +oeee Cmaml)kl + o+ (Claln oot cmamn)kn
= (allkl +eee alnkn) + o+ Cm(amlkl +eee amnkn)
= b+ + ey,
This is the right-hand side of (1); hence, u is a solution of (1).

3.44. Suppose a system .# of linear equations is obtained from a system ¥ by applying an elementary
operation (page 64). Show that .# and ¥ have the same solutions.

Each equation L in .# is a linear combination of equations in .. Hence, by Problem 3.43, any solution
of . will also be a solution of .#. On the other hand, each elementary operation has an inverse elementary
operation, so . can be obtained from .# by an elementary operation. This means that any solution of ./ is a
solution of .#. Thus, ¥ and .# have the same solutions.

3.45. Prove Theorem 3.4: Suppose a system .# of linear equations is obtained from a system . by a
sequence of elementary operations. Then .# and . have the same solutions.

Each step of the sequence does not change the solution set (Problem 3.44). Thus, the original system .¥
and the final system .# (and any system in between) have the same solutions.

3.46. A system .# of linear equations is said to be consistent if no linear combination of its equations is
a degenerate equation L with a nonzero constant. Show that . is consistent if and only if % is
reducible to echelon form.

Suppose Z is reducible to echelon form. Then % has a solution, which must also be a solution of every
linear combination of its equations. Thus, L, which has no solution, cannot be a linear combination of the
equations in %. Thus, & is consistent.

On the other hand, suppose .Z is not reducible to echelon form. Then, in the reduction process, it must
yield a degenerate equation L with a nonzero constant, which is a linear combination of the equations in ..
Therefore, % is not consistent; that is, & is inconsistent.

3.47. Suppose u and v are distinct vectors. Show that, for distinct scalars &, the vectors u + k(u — v) are
distinct.

Suppose u + k; (u — v) = u + k,(u — v). We need only show that k; = k,. We have
ky(u —v) = ky(u—v), and so (ki — k) (u—v)=0

Because u and v are distinct, v — v # 0. Hence, k; — k, = 0, and so k; = k,.

3.48. Suppose AB is defined. Prove

(a) Suppose 4 has a zero row. Then AB has a zero row.

(b) Suppose B has a zero column. Then 4B has a zero column.
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(a) Let R; be the zero row of 4, and Cy,..

(RiC1, R,C, - ..

aRiCn) = (070707“-70)

— >

., C, the columns of B. Then the ith row of 4B is

(b) BT has a zero row, and so BTAT = (AB)T has a zero row. Hence, 4B has a zero column.

SUPPLEMENTARY PROBLEMS

Linear Equations, 2 x 2 Systems

3.49. Determine whether each of the following systems is linear:

(a) 3x—4y+2yz=8,(b) ex+3y=mn,() 2x—3y+hkz=4

3.50. Solve (a) tx =2, (b) 3x+2=5x+7—-2x,(c) 6x +2 —4x =5+2x—3

3.51. Solve each of the following systems:

(a 2x+3y=1 (b) 4x—-2y=5
Sx+Ty=3 —6x+3y=1

(c) 2x—4=3y
S5y—x=5

3.52. Consider each of the following systems in unknowns x and y:

(@ x—ay=1 (b)
ax—4y=>

ax+3y =2
12x+ay =05

() x+ay=3
2x+5y=»>b

(d) 2x—4y=10

3x—6y=15

For which values of a does each system have a unique solution, and for which pairs of values (a,b) does

each system have more than one solution?

General Systems of Linear Equations
3.53. Solve

(@ x4+ y+ 2z= 4 (b)
2x+3y+ 6z=10
3x+6y+ 10z =17

3.54. Solve
(a x—-2y=5 (b)
2x+3y=3 2x+5y—8+6t=5
Ix+2y=7 3x+4y —5z42t=4
3.55. Solve
(@ 2x— y—4z=2 (b)

4x — 2y —6z=5
6x —3y—8z=38

xX—=2y+ 3z=2 (©)
2x—=3y+ 8z=17
3x—4y+13z=28

X4+ 2y —3z42t=2 ©)

x+2y— z4+3t= 3
2x+4y+4z+3t= 9
3x+6y— z4+8t=10

3.56. Consider each of the following systems in unknowns x, y, z:

(a) x—2 =1 ®d) x+ 2y+2z=1 (c)
xX— y+az=2 X+ ay+3z=3
ay+9z=0>b x+1ly+az=5>b

x+2y+ 3z=
2x+3y+ 8=
Sx+8y 419z =11

x+ y+az=1
xX+ay+ z=4
ax+ y+ z=5»b

B W

xX+2y4+4z—-5t=3
3x— y+5z+4+2t=4
Sx—4y+6z4+9t=2

For which values of a does the system have a unique solution, and for which pairs of values (a, b) does the
system have more than one solution? The value of b does not have any effect on whether the system has a

unique solution. Why?
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Linear Combinations, Homogeneous Systems
3.57. Write v as a linear combination of u, u,, u;, where
@ v=4,-92), u =(1,2,-1), u,=(1,4,2), uy=(1,-3,2);
b)) v=(1,3,2), u; =(1,2,1), u,=1(2,6,5), uy3=(1,7,8);
() v=(1,4,6), u; =(1,1,2), u,=1(2,3,5), u3;=(3,5,8).
3.58. Letu; = (1,1,2), uy = (1,3,-2), u3 = (4,—2,—1) in R®. Show that u,,u,, u; are orthogonal, and write v
as a linear combination of u,,u,, us;, where (a) v = (5,-5,9), (b) v=(1,-3,3), (c) v=(1,1,1).

(Hint: Use Fourier coefficients.)

3.59. Find the dimension and a basis of the general solution W of each of the following homogeneous systems:

(a x—y+2z=0 ®) x+2y—-3z=0 ) x+2y+ 3z+ t=0
2x+y+ z=0 2x+5+2z=0 2x+4y+ Tz+4t=0
Sx+y+4z=0 3x— y—4z=0 3x+6y+10z4+5¢t=0

3.60. Find the dimension and a basis of the general solution W of each of the following systems:

(a) xl + 3)C2 + Z)C3 — X4 — x5 = O (b) 2x1 — 4x2 —+ SX:; — X4 + 2.XS = 0
2x1 4+ 6x, 4+ Sx34+x,— x5=0 3x; — 6xp +5x3 —2x4+ 4x5=0
Sxy 4+ 15x, +12x3 +x4 —3x5 =0 Sx; — 10xy + 7x3 — 3x4 + 18x5 =0

Echelon Matrices, Row Canonical Form

3.61. Reduce each of the following matrices to echelon form and then to row canonical form:

11 2 12 -1 21 2 4 2 -2 51
@ |2 4 9|, ® |24 1 =25, (@© [362 2 04
15 12 36 3 -7 7 482 6 =57

3.62. Reduce each of the following matrices to echelon form and then to row canonical form:

1212 1 2 01 2 3 1 31 3
2 435 5 7 0 3 8 I2 2 8 5 10
@ 135 649100 ul> ® jooas 6/ © |1 771
1 243 6 9 02 7 10 3011 7 15

3.63. Using only 0’s and 1’s, list all possible 2 x 2 matrices in row canonical form.

3.64. Using only 0’s and 1’s, find the number 7 of possible 3 x 3 matrices in row canonical form.

Elementary Matrices, Applications
3.65. Let ¢}, e,,e3 denote, respectively, the following elementary row operations:

“Interchange R, and R;,” “Replace R, by 3R,,” “Replace R, by 2R; + R,”

(a) Find the corresponding elementary matrices E|, E,, E;.

(b) Find the inverse operations ey !, 5!, e5!; their corresponding elementary matrices E}, E}, E5; and the
relationship between them and E|, E,, E;.

(c) Describe the corresponding elementary column operations f, f5, /5.

(d) Find elementary matrices F, F,, F; corresponding to f|,>,/3, and the relationship between them and
El ) E2 ) E3 .
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3.66. Express each of the following matrices as a product of elementary matrices:

1 20
1 2 3 -6 2 6
S IR
3 4 -2 4 -3 -7 38 7
3.67. Find the inverse of each of the following matrices (if it exists):

1 -2 -1 | 3 1 3 =2 2 1 -1
A=12 -3 1], B=1|2 6 1, cC=1(2 8 -3{, D=5 2 -3
3 -4 4 3 10 —1 1 7 1 0 2 1

3.68. Find the inverse of each of the following »n x » matrices:

(a) A has 1’s on the diagonal and superdiagonal (entries directly above the diagonal) and 0’s elsewhere.
(b) B has 1’s on and above the diagonal, and 0’s below the diagonal.

Lu Factorization

3.69. Find the LU factorization of each of the following matrices:

1 -1 -1 1 3 -1 236 1 2 3
@ |3 —4 2,0 |25 1|, |4 7 9|.@ |2 4 7
2 -3 -2 3.4 2 35 4 3.7 10

3.70. Let 4 be the matrix in Problem 3.69(a). Find X, X,, X3, X,, where
(a) X, is the solution of AX = B,, where B, = (1,1, l)T.
(b) For k> 1, X, is the solution of AX = B, where B, = B;_; +X;_;.

3.71. Let B be the matrix in Problem 3.69(b). Find the LDU factorization of B.

Miscellaneous Problems

3.72. Consider the following systems in unknowns x and y:

ax+by=1
ex+dy=0

ax+by=0
ex+dy =1

(a) (b)

Suppose D = ad — bc # 0. Show that each system has the unique solution:
(@ x=d/D,y=—c/D, (b) x=-b/D,y=a/D.
3.73. Find the inverse of the row operation ‘‘Replace R; by kR; + k'R, (k' # 0).”

3.74. Prove that deleting the last column of an echelon form (respectively, the row canonical form) of an
augmented matrix M = [4, B] yields an echelon form (respectively, the row canonical form) of 4.

3.75. Let e be an elementary row operation and £ its elementary matrix, and let / be the corresponding elementary
column operation and F its elementary matrix. Prove

@ f(4)=(eaT))", (b) F=E", (c) f(4)=AF.

3.76. Matrix 4 is equivalent to matrix B, written A =~ B, if there exist nonsingular matrices P and Q such that
B = PAQ. Prove that = is an equivalence relation; that is,

(a) A=A, (b) IfA~B,thenB~A4, (¢) IfA=~Band B~ C, then 4 =~ C.
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ANSWERS TO SUPPLEMENTARY PROBLEMS

Notation: A = [R;; Ry; ...] denotes the matrix 4 with rows R, R,, ... . The elements in each row are separated
by commas (which may be omitted with single digits), the rows are separated by semicolons, and 0 denotes a zero
row. For example,

[1 2 3 4]

A=11,2,3,4, 5,-6,7,-8 0=|5 -6 7 -8

0 0 0 O

3.49. (a) no, (b) yes, (c) linear in x,y,z, not linear in x,y,z, k

3.50. (a) x=2/m, (b) no solution, (c) every scalar k is a solution

3.51. (a) (2,-1), (b) no solution, (© (5,2), (d (5-2a, a)

3.52. (a) a#=+2, (2,2), (-2,-2), (b) a#+6, (6,4), (—6,—4), () a#3, (3,6
3.53. (a) (2,1,)), (b) no solution, ) u=(-7a-1, 2a+2, a).

3.54. (a) (3,-1), b) u=(—a+2b, 142a—2b, a, b), (¢) no solution

355. (a) u=@a+2, a ), () u=@}(7-5b—4a), a, 3(1+0), b)

3.56. (a) a#+3, (3,3), (-3,-3), (b) a#5anda# -1, (57), (—1,-5),
(¢) a#1landa+# -2, (-2,5)

3.57. (a) 2,-1,3, (b) 6,-3,1, (c) not possible

3.58. (a) 3’_271’ (b) %’_1’%’ (C) %7%7%

3.59. (a) dmW=1, u =(-1,1,1), (b) dim W = 0, no basis,
© dimW =2, u =(-2,1,0,0), u,=(50-2,1)

3.60. (3) dim W =3, u =(=3,1,0,0,0), u, =(7,0,—3,1,0), us=(3,0,-1,0,1),
(b) dim W =2, u, =(2,1,0,0,0), u,=(5,0,—5,-3,1)

36L (@ [1,0,—1; 01,3 0, (b [1,2,0,02 0,0,1,0,5 0,0,0,1,2]
[1327 747_573; 070717_57%7_%; 0]
3.62. (a) ,—2; 0,0,1,0,1,2; 0,0,0,1,2,1; 0],
; 0,0,1,0; 0,0,0,1; 0], (¢) [1,0,0,4; 0,1,0,—1; 0,0,1,2; 0]

3.63. 5:[1,0; 0,1],[1,1; 0,0}, [1,0; 0,0],[0,1; 0,0],0
3.64. 16
3.65. (a) [1,0,0; 0,0,1; 0,1,0],[1,0,0; 0,3,0; 0,0,1],[1,0,2; 0,1,0; 0,0,1],

(b) Ry« Ry; 1Ry —Ry;  —2R;+R, —Ry; eachE]=E",
(C) C2 — C3,3C2 — C272C3 + Cl — Cl’ (d) each Fi :ElT

3.66. 4=[1,0; 3,1][1,0; 0,-2][1,2; 0,1], B is not invertible,
C:[LO; 7%7]][]70; 0,2“1,6; 071][2>0§ 071]’
D=[100; 010; 301)[100; 010; 021][100; 013; 001][120; 010; 001]
3.67. A'=[-8,12,-5 —5,7,-3; 1,-21], B has no inverse,
Cil :[229a g7%7 _%agy_%a 37_271}7 Dil:[87_37_1; _572717 107_4a_1]
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3.68. A '=[1,-1,1,-1,...; 0,1,—-1,1,—1,...; 0,0,1,—=1,1,—1,1,...; ...; ...; 0,...0,1]
B~! has 1’s on diagonal, —1’s on superdiagonal, and 0’s elsewhere.

3.69. (a) [100; 310; 211][1,—1,—-1; 0,—1,1; 0,0,—1],
(b) [100; 210; 351][1,3,—1; 0,—1,3; 0,0,—10],
(c) [100; 210; %,%, 1][2,3,6; 0,1,-3 0,0,—%],
(d) There is no LU decomposition.

3.70. x, =[1,1,-1]", B,=1[2,2,0]", X,=1[6,4,0", B;=1[8,6,0", X;=[22,16,-2]",
B, =[30,22,-2]", X, =[86,62,—6]"

3.71. B=[100; 210; 351]diag(1,—1,—10)[1,3,—1; 0,1,3; 0,0,1]

3.73. Replace R; by —kR; + (1/K')R,.

3.75. (¢) f(4) = (e(d"))" = (EA")" = (4T)"ET = 4F

3.76. (a) A=14I. (b) If A= PBQ,then B=P'407".
(c) If 4=PBQ and B=P'CQ/, then 4 = (PP')C(Q'0).



Vector Spaces

4.1 Introduction

This chapter introduces the underlying structure of linear algebra, that of a finite-dimensional vector
space. The definition of a vector space V, whose elements are called vectors, involves an arbitrary field K,
whose elements are called scalars. The following notation will be used (unless otherwise stated or
implied):
vV the given vector space
U, v, w vectors in V
K the given number field
a,b,c, ork scalars in K
Almost nothing essential is lost if the reader assumes that K is the real field R or the complex field C.
The reader might suspect that the real line R has ‘‘dimension’” one, the cartesian plane R? has
““dimension”” two, and the space R® has ‘‘dimension’’ three. This chapter formalizes the notion of
““‘dimension,”” and this definition will agree with the reader’s intuition.
Throughout this text, we will use the following set notation:
acA Element a belongs to set 4
a,beA Elements a and b belong to 4
Vx € 4 For every x in 4
Ixe4 There exists an x in 4
ACB A is a subset of B
ANB Intersection of 4 and B
AUB Union of 4 and B
) Empty set

4.2 Vector Spaces

The following defines the notion of a vector space V' where K is the field of scalars.

DEFINITION: Let 7 be a nonempty set with two operations:
(1) Vector Addition: This assigns to any u,v € V a sum u+ v in V.

(i) Scalar Multiplication: This assigns to any u € V, k € K a product ku € V.

Then V is called a vector space (over the field K) if the following axioms hold for any
vectors u, v,w € V:

@
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[A]] w+v)+w=u+(v+w)
[A2] There is a vector in V, denoted by 0 and called the zero vector, such that, for any
uev,
u+0=0+u=u
[A3] For each u € V| there is a vector in ¥, denoted by —u, and called the negative of u,
such that

[Ag] u+v=v+u

] k(u+ v) = ku + kv, for any scalar k € K.

1 (a+ b)u = au + bu, for any scalars a,b € K.
[M3]  (ab)u = a(bu), for any scalars a,b € K.

] lu = u, for the unit scalar 1 € K.

The above axioms naturally split into two sets (as indicated by the labeling of the axioms). The first

four are concerned only with the additive structure of V and can be summarized by saying V is a
commutative group under addition. This means

(a) Anysum v; + v, + - - - + v, of vectors requires no parentheses and does not depend on the order of
the summands.
(b) The zero vector 0 is unique, and the negative —u of a vector u is unique.
(¢) (Cancellation Law) If u +w = v+ w, then u = v.
Also, subtraction in V is defined by u — v = u + (—v), where —v is the unique negative of v.
On the other hand, the remaining four axioms are concerned with the ‘‘action’’ of the field K of scalars

on the vector space V. Using these additional axioms, we prove (Problem 4.2) the following simple
properties of a vector space.

THEOREM 4.1:  Let V' be a vector space over a field K.

(1) For any scalar k € K and 0 € V', k0 = 0.

(ii)) For 0 € K and any vector u € V, Ou = 0.
(i) Ifku=0, where k€ Kandu €V, thenk =0 or u = 0.
(iv) Forany k€ Kandanyu € V, (—k)u = k(—u) = —ku.

4.3 Examples of Vector Spaces

This section lists important examples of vector spaces that will be used throughout the text.

Space K"

Let K be an arbitrary field. The notation K” is frequently used to denote the set of all n-tuples of elements
in K. Here K” is a vector space over K using the following operations:

(i) Vector Addition: (a,,a,,...,a,) + (by,by,...,b,) = (a; + by, ay+by,..., a,+b,)
(ii) Scalar Multiplication: k(a,,a,,...,a,) = (ka,,ka,, ... ka,)

The zero vector in K" is the n-tuple of zeros,
0=(0,0,...,0)

and the negative of a vector is defined by
—(ay,ay,...,a,) = (—a;,—ay,...,—a,)

Observe that these are the same as the operations defined for R” in Chapter 1. The proof that K" is a
vector space is identical to the proof of Theorem 1.1, which we now regard as stating that R” with the
operations defined there is a vector space over R.
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Polynomial Space P(t)
Let P(¢) denote the set of all polynomials of the form
p(t) =ag+ajt +at* + - +at (s=1,2,...)
where the coefficients a; belong to a field K. Then P(¢) is a vector space over K using the following operations:

(i) Vector Addition: Here p(t) + q(¢) in P(¢) is the usual operation of addition of polynomials.

(ii) Scalar Multiplication: Here kp(t) in P(¢) is the usual operation of the product of a scalar k and a
polynomial p(#).

The zero polynomial 0 is the zero vector in P(z).

Polynomial Space P, (t)

Let P,(¢) denote the set of all polynomials p(¢) over a field K, where the degree of p(¢) is less than or
equal to #n; that is,

p(t) =ag+ayt +at* + - +at

where s < n. Then P,(¢) is a vector space over K with respect to the usual operations of addition of
polynomials and of multiplication of a polynomial by a constant (just like the vector space P(¢) above).
We include the zero polynomial 0 as an element of P,(¢), even though its degree is undefined.

Matrix Space M, ,

The notation M, ,, or simply M, will be used to denote the set of all m X n matrices with entries in a field
K. Then M,, , is a vector space over K with respect to the usual operations of matrix addition and scalar
multiplication of matrices, as indicated by Theorem 2.1.

Function Space F(X)

Let X be a nonempty set and let K be an arbitrary field. Let F(X) denote the set of all functions of X into
K. [Note that F(X) is nonempty, because X is nonempty.] Then F(X) is a vector space over K with
respect to the following operations:

(i) Vector Addition: The sum of two functions f and g in F(X) is the function /' + g in F(X) defined by
(f+8)x) =/(x) +glx) VreX

(ii) Scalar Multiplication: The product of a scalar k € K and a function f in F(X) is the function kf in
F(X) defined by

(W)(x) =K () Veex
The zero vector in F(X) is the zero function 0, which maps every x € X into the zero element 0 € K
0(x)=0 VxeX
Also, for any function f in F(X), negative of f is the function —f in F(X) defined by
(=) =—=f(x)  WwxeX

Fields and Subfields

Suppose a field E is an extension of a field K; that is, suppose E is a field that contains K as a subfield.

Then E may be viewed as a vector space over K using the following operations:

(i) Vector Addition: Here u + v in E is the usual addition in E.

(i1) Scalar Multiplication: Here ku in E, where k € K and u € E, is the usual product of k£ and u as
elements of E.

That is, the eight axioms of a vector space are satisfied by £ and its subfield K with respect to the above
two operations.
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4.4 Linear Combinations, Spanning Sets

Let V be a vector space over a field K. A vector v in V is a linear combination of vectors u;,u,, ..., u,, in

V' if there exist scalars a,,a,,...,a, in K such that

m

v = ajuy + ayu, + - +a,u,
Alternatively, v is a linear combination of u;,u,,. .., u, if there is a solution to the vector equation
V=X Uy + XUy + - XU,

where x,x,,...,x, are unknown scalars.

EXAMPLE 4.1 (Linear Combinations in R") Suppose we want to express v = (3,7,—4) in R’ as a linear
combination of the vectors

up = (1,2,3), uy = (2,3,7), u3 = (3,5,6)

We seek scalars x, y, z such that v = xu; + yu, + zus; that is,

3 1 2 3 X+2y+3z= 3
3 =x|2|+y|3|+2z]|5 or 2x+3y+5z= 7
—4 3 7 6 3x+Ty+6z=—4

(For notational convenience, we have written the vectors in R? as columns, because it is then easier to find the
equivalent system of linear equations.) Reducing the system to echelon form yields

x+2y+4+3z= 3 x+2y+3z= 3
—y—z= 1 and then —y—z= 1
y—3z=-13 —4z=-12

Back-substitution yields the solution x =2, y=—4, z=23. Thus, v=2u; —4u, + 3u;.

Remark: Generally speaking, the question of expressing a given vector v in K" as a linear
combination of vectors u,, u,, ..., u, in K" is equivalent to solving a system AX = B of linear equations,
where v is the column B of constants, and the u’s are the columns of the coefficient matrix 4. Such a
system may have a unique solution (as above), many solutions, or no solution. The last case—no
solution—means that v cannot be written as a linear combination of the u’s.

EXAMPLE 4.2 (Linear combinations in P(¢)) Suppose we want to express the polynomial v =32 + 5t — 5 as a
linear combination of the polynomials

pr =02 +2+1, py =20 +5t+4, py=0r+3t+6
We seek scalars x, y, z such that v = xp; 4+ yp, + zp;; that is,
32 45t —5=x(+2t+ 1) +y(2F + 5t +4) +z(£ + 3t +6) (*)
There are two ways to proceed from here.
(1) Expand the right-hand side of (*) obtaining:
32 45t — 5 = xt> + 2xt +x + 291> + Syt + 4y + zt* + 3zt + 62
=(x+2+2)2 + (2x+ 5y +32)t + (x + 4y + 62)
Set coefficients of the same powers of 7 equal to each other, and reduce the system to echelon form:

x+2y+ z= 3 x+2y+ z= 3 x+2y+ z= 3
2x+5y+3z= 5 or y+ z=-1 or y+ z=-1
X+4y+6z=-5 2y+5z=-8 3z=-6
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The system is in triangular form and has a solution. Back-substitution yields the solutionx =3,y =1,z = —2.
Thus,

v=23p; +p, —2ps

(2) The equation (*) is actually an identity in the variable #; that is, the equation holds for any value
of . We can obtain three equations in the unknowns x, y, z by setting ¢ equal to any three values.
For example,

Set t = 0 in (1) to obtain: x+ 4y+ 6z=-5
Set # = 11in (1) to obtain: 4x+11y+10z=3
Sett = —11in (1) to obtain:  y+ 4z= -7

Reducing this system to echelon form and solving by back-substitution again yields the solutionx =3,y =1,
z = —2. Thus (again), v = 3p, + p, — 2ps.

Spanning Sets

Let V be a vector space over K. Vectors u;, u,, . .., u, in V are said to span V or to form a spanning set of
V if every v in V is a linear combination of the vectors u,,u,, ..., u,—that is, if there exist scalars
a,,a,,...,a, in K such that

V= aguy + au, + -+ a,u,

The following remarks follow directly from the definition.

Remark 1: Suppose u;,u,,...,u, span V. Then, for any vector w, the set w,u;,u,,...,u,, also
spans V.
Remark 2: Suppose u;,u,,...,u, span V and suppose u, is a linear combination of some of the

other u’s. Then the «’s without u, also span V.

Remark 3: Suppose u;,u,,...,u, span V and suppose one of the u’s is the zero vector. Then the
u’s without the zero vector also span V.

EXAMPLE 4.3 Consider the vector space ¥ = R°.
(a) We claim that the following vectors form a spanning set of R*:
e, =(1,0,0), e, = (0,1,0), e; =(0,0,1)
Specifically, if v = (a, b, c) is any vector in R>, then
v =ae; + be, + ce3
For example, v = (5,—6,2) = —5¢; — 6e, + 2e;.
(b) We claim that the following vectors also form a spanning set of R>:
w; = (1,1,1), w, = (1,1,0), wy = (1,0,0)
Specifically, if v = (a, b, c) is any vector in R>, then (Problem 4.62)
v=(a,b,c) =cw; + (b —c)w, + (a — b)w;
For example, v = (5,—6,2) = 2w, — 8w, + 11ws.
(c) One can show (Problem 3.24) that v = (2,7, 8) cannot be written as a linear combination of the vectors
u; = (1,2,3), u, = (1,3,5), uy; = (1,5,9)

Accordingly, u,, u,, u; do not span R>.
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EXAMPLE 4.4 Consider the vector space V' = P, (¢) consisting of all polynomials of degree <.
(a) Clearly every polynomial in P, () can be expressed as a linear combination of the n + 1 polynomials

3

SO

17 t? t )
Thus, these powers of ¢ (where 1 = °) form a spanning set for P, (¢).

(b) One can also show that, for any scalar ¢, the following n + 1 powers of # — ¢,
2 3
l, t—¢, (t—0¢)°, (—¢, ..., (t—20)

(where (£ — ¢)” = 1), also form a spanning set for P, (7).

EXAMPLE 4.5 Consider the vector space M = M, , consisting of all 2 x 2 matrices, and consider the following
four matrices in M:

1 0 0 1 0 0 0 0
Ell_|:0 O:|7 E12_|:O O:|7 E21_|:1 O:|7 E22_|:0 1:|

Then clearly any matrix 4 in M can be written as a linear combination of the four matrices. For example,

5 -6
A: |:7 8:| :SEH —6E12+7E2]+8E22

Accordingly, the four matrices £, E|,, E5;, E,, span M.

4.5 Subspaces

This section introduces the important notion of a subspace.

DEFINITION:  Let V' be a vector space over a field K and let W be a subset of V. Then W is a subspace
of V' if W is itself a vector space over K with respect to the operations of vector

addition and scalar multiplication on V.
The way in which one shows that any set ¥ is a vector space is to show that I satisfies the eight
axioms of a vector space. However, if W is a subset of a vector space V, then some of the axioms
automatically hold in W, because they already hold in V. Simple criteria for identifying subspaces follow.

THEOREM 4.2:  Suppose W is a subset of a vector space V. Then W is a subspace of Vif the following
two conditions hold:
(a) The zero vector 0 belongs to W.
(b) Forevery u,v € W,k € K: (i) The sum u + v € W. (ii) The multiple ku € W.

Property (i) in (b) states that W is closed under vector addition, and property (ii) in (b) states that IV is
closed under scalar multiplication. Both properties may be combined into the following equivalent single
statement:

(b') For every u,v € W,a,b € K, the linear combination au + bv € W.

Now let V' be any vector space. Then V' automatically contains two subspaces: the set {0} consisting of
the zero vector alone and the whole space V itself. These are sometimes called the trivial subspaces of V.
Examples of nontrivial subspaces follow.

EXAMPLE 4.6 Consider the vector space V = R>.
(a) Let U consist of all vectors in R® whose entries are equal; that is,

U={(a,b,c):a=b=c}

For example, (1,1,1), (=3, —3, —3), (7,7,7), (—2, —2, —2) are vectors in U. Geometrically, U is the line
through the origin O and the point (1, 1, 1) as shown in Fig. 4-1(a). Clearly 0 = (0,0, 0) belongs to U, because
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all entries in 0 are equal. Further, suppose « and v are arbitrary vectors in U, say, u = (a,a,a) and v = (b, b, b).
Then, for any scalar k € R, the following are also vectors in U:

ut+v=(a+b, atb, a+b) and ku = (ka, ka, ka)

Thus, U is a subspace of R3.

(b) Let W be any plane in R? passing through the origin, as pictured in Fig. 4-1(b). Then 0 = (0, 0, 0) belongs to 17,
because we assumed W passes through, the origin O. Further, suppose u and v are vectors in . Then « and v
may be viewed as arrows in the plane /' emanating from the origin O, as in Fig. 4-1(b). The sum u + v and any
multiple ku of u also lie in the plane W. Thus, W is a subspace of R>.

Figure 4-1

EXAMPLE 4.7

(a) Let V=M, the vector space of n x n matrices. Let W, be the subset of all (upper) triangular matrices and let

n,ns
W, be the subset of all symmetric matrices. Then ¥, is a subspace of ¥, because W, contains the zero matrix 0
and W, is closed under matrix addition and scalar multiplication; that is, the sum and scalar multiple of such
triangular matrices are also triangular. Similarly, ¥, is a subspace of V.

(b) Let ¥V = P(z), the vector space P(¢) of polynomials. Then the space P,(#) of polynomials of degree at most n
may be viewed as a subspace of P(¢). Let Q(¢) be the collection of polynomials with only even powers of 7. For
example, the following are polynomials in Q(z):

pr=34+47 -5 and  p, =67+ 95 + 3¢

(We assume that any constant k = kf° is an even power of ¢.) Then Q(¢) is a subspace of P(¢).

(c) Let V be the vector space of real-valued functions. Then the collection W, of continuous functions and the
collection W, of differentiable functions are subspaces of V.

Intersection of Subspaces

Let U and W be subspaces of a vector space V. We show that the intersection U N W is also a subspace of
V. Clearly, 0 € U and 0 € W, because U and W are subspaces; whence 0 € U N W. Now suppose u and v
belong to the intersection U N W. Then u, v € U and u, v € W. Further, because U and W are subspaces,
for any scalars a,b € K,

au—+bve U and au+bvew

Thus, au + bv € U N W. Therefore, U N W is a subspace of V.
The above result generalizes as follows.

THEOREM 4.3:  The intersection of any number of subspaces of a vector space V is a subspace of V.
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Solution Space of a Homogeneous System

Consider a system AX = B of linear equations in » unknowns. Then every solution # may be viewed as a
vector in K”. Thus, the solution set of such a system is a subset of K”. Now suppose the system is
homogeneous; that is, suppose the system has the form AX = 0. Let W be its solution set. Because
A0 = 0, the zero vector 0 € W. Moreover, suppose « and v belong to W. Then u and v are solutions of
AX = 0, or, in other words, Au = 0 and 4v = 0. Therefore, for any scalars a and b, we have

Alau + bv) = adu+bAv=a0+b0=0+0=0

Thus, au + bv belongs to W, because it is a solution of 4AX = 0. Accordingly, W is a subspace of K”".
We state the above result formally.

THEOREM 4.4:  The solution set W of a homogeneous system AX = 0 in » unknowns is a subspace
of K".

We emphasize that the solution set of a nonhomogeneous system AX = B is not a subspace of K". In
fact, the zero vector 0 does not belong to its solution set.

4.6 Linear Spans, Row Space of a Matrix

Suppose u;,u,,...,u, are any vectors in a vector space V. Recall (Section 4.4) that any vector of the
form a,u; + a,u, + - - - + a,,u,,, where the q; are scalars, is called a linear combination of u;,u,, ..., u,,.
The collection of all such linear combinations, denoted by

span(uy, iy, ..., U,) or span(u;)
is called the linear span of u;,u,, ... u,,.

Clearly the zero vector 0 belongs to span(u;), because
0 = O0uy + Ouy + - - - 4 Ou,,
Furthermore, suppose v and ¢’ belong to span(;), say,
v=au +au,+---+a,u, and v = byuy + byuy + -+ + b,u,
Then,
v+ = (a; +b))uy + (ay + by)uy + -+ (ay, + by )uy,
and, for any scalar k € K,
kv =kau, + kayu, + - - - + ka,,u,,

Thus, v+ ¢’ and kv also belong to span(y;). Accordingly, span(u;) is a subspace of V.

More generally, for any subset S of ¥, span(S) consists of all linear combinations of vectors in S or,
when S = ¢, span(S) ={0}. Thus, in particular, S is a spanning set (Section 4.4) of span(S).

The following theorem, which was partially proved above, holds.

THEOREM 4.5: Let S be a subset of a vector space V.

(i) Then span(S) is a subspace of ¥ that contains S.
(ii) If W is a subspace of V containing S, then span(S) C W.

Condition (ii) in theorem 4.5 may be interpreted as saying that span(S) is the ‘‘smallest’” subspace of
V' containing S.

EXAMPLE 4.8 Consider the vector space V' = R>.

(a) Let u be any nonzero vector in R*. Then span(u) consists of all scalar multiples of u. Geometrically, span(u) is
the line through the origin O and the endpoint of u, as shown in Fig. 4-2(a).
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(a) (b)
Figure 4-2

(b) Let u and v be vectors in R? that are not multiples of each other. Then span(u, v) is the plane through the origin
O and the endpoints of «# and v as shown in Fig. 4-2(b).

(c) Consider the vectors e; = (1,0,0), e, = (0,1,0), e; = (0,0, 1) in R*. Recall [Example 4.1(a)] that every vector
in R? is a linear combination of e,, e,, e;. That is, e, e,, e; form a spanning set of R*. Accordingly,
span(e;, e,,e3) = R®.

Row Space of a Matrix
Let 4 = [a;] be an arbitrary m x n matrix over a field K. The rows of 4,
Ry =(ay,ar,---,a,), Ry = (a1, an, - - -, ay,), cee Ry = (@1, Qs+« + 5 Ay
may be viewed as vectors in K”; hence, they span a subspace of K" called the row space of A and denoted
by rowsp(A). That is,
rowsp(4) = span(R,,R,,...,R,,)

Analagously, the columns of 4 may be viewed as vectors in K™ called the column space of A and denoted
by colsp(A). Observe that colsp(4) = rowsp(47).

Recall that matrices 4 and B are row equivalent, written 4 ~ B, if B can be obtained from A4 by a
sequence of elementary row operations. Now suppose M is the matrix obtained by applying one of the
following elementary row operations on a matrix 4:

(1) Interchange R; and R;, (2) Replace R; by kR;, (3) Replace R; by kR; + R,

Then each row of M is a row of 4 or a linear combination of rows of 4. Hence, the row space of M is
contained in the row space of 4. On the other hand, we can apply the inverse elementary row operation on
M to obtain A; hence, the row space of 4 is contained in the row space of M. Accordingly, A and M have
the same row space. This will be true each time we apply an elementary row operation. Thus, we have
proved the following theorem.

THEOREM 4.6: Row equivalent matrices have the same row space.
We are now able to prove (Problems 4.45-4.47) basic results on row equivalence (which first

appeared as Theorems 3.7 and 3.8 in Chapter 3).

THEOREM 4.7:  Suppose 4 = [a;] and B = [b;] are row equivalent echelon matrices with respective
pivot entries

aljl,azjz,... ,a’j’ and b1k17b2kz7' - 7bSkS
Then 4 and B have the same number of nonzero rows—that is, » = s—and their
pivot entries are in the same positions—that is, j, = ky,j, = ky,....j. = k,.

THEOREM 4.8:  Suppose 4 and B are row canonical matrices. Then 4 and B have the same row space
if and only if they have the same nonzero rows.
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COROLLARY 4.9:  Every matrix 4 is row equivalent to a unique matrix in row canonical form.

We apply the above results in the next example.

EXAMPLE 4.9 Consider the following two sets of vectors in R*:
u, = (1,2,-1,3), u, = (2,4,1,-2), uy = (3,6,3,-7)
w; = (1,2,—4,11), w, = (2,4,-5,14)
Let U = span(u;) and W = span(w;). There are two ways to show that U = W.

(a) Show that each u; is a linear combination of w, and w,, and show that each w; is a linear combination of u, u,,
u3. Observe that we have to show that six systems of linear equations are consistent.

(b) Form the matrix 4 whose rows are u;, u,, u; and row reduce 4 to row canonical form, and form the matrix B
whose rows are w; and w, and row reduce B to row canonical form:

(1 2 -1 3 1 2 -1 3 120 4
A= 4 1 =2|~1]0 0 3 —8|~1]0 O -3
3 6 3 -7 00 6 —16 000 0
B_' 2 —4 11 1 2 —4 11 120 !
12 4 -5 14 0 0 3 -8 o0 1 %

Because the nonzero rows of the matrices in row canonical form are identical, the row spaces of 4 and B are
equal. Therefore, U = W.

Clearly, the method in (b) is more efficient than the method in (a).

4.7 Linear Dependence and Independence

Let V be a vector space over a field K. The following defines the notion of linear dependence and
independence of vectors over K. (One usually suppresses mentioning K when the field is understood.)
This concept plays an essential role in the theory of linear algebra and in mathematics in general.

DEFINITION:  We say that the vectors v, v,, ..., v, in V are linearly dependent if there exist scalars
a,,a,,...,a, in K, not all of them 0, such that

vy + ayvy + -+ a,v, =0
Otherwise, we say that the vectors are linearly independent.

The above definition may be restated as follows. Consider the vector equation

X1U1+x2vz+"'+xmvm:0 (*)
where the x’s are unknown scalars. This equation always has the zero solution x; =0,
x, =0,...,x, = 0. Suppose this is the only solution; that is, suppose we can show:

X0+ X0+ +x,v, =0 implies x=0, x=0, ..., x,=0
Then the vectors vy, vs, ..., v,, are linearly independent, On the other hand, suppose the equation (*) has
a nonzero solution; then the vectors are linearly dependent.

Aset S ={v,v,,...,0,} of vectors in V is linearly dependent or independent according to whether
the vectors vy, v,, ..., v, are linearly dependent or independent.
An infinite set S of vectors is linearly dependent or independent according to whether there do or do
not exist vectors vy, v,..., v, in S that are linearly dependent.
Warning: The set S = {v, v,,...,,} above represents a list or, in other words, a finite sequence

of vectors where the vectors are ordered and repetition is permitted.
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The following remarks follow directly from the above definition.
Remark 1: Suppose 0 is one of the vectors v;, vy, ..., v,, say v; = 0. Then the vectors must be
linearly dependent, because we have the following linear combination where the coefficient of v, # 0:

1o, +0vy+ -+ +00, =1-04+0+---4+0=0

Remark 2: Suppose v is a nonzero vector. Then v, by itself, is linearly independent, because
kv =0, v#0 implies k=0
Remark 3: Suppose two of the vectors v, vy, ..., v, are equal or one is a scalar multiple of the

other, say v; = kv,. Then the vectors must be linearly dependent, because we have the following linear
combination where the coefficient of v; # 0:

Ul—kV2+OU3+"'+O'Um:O

Remark 4: Two vectors v; and v, are linearly dependent if and only if one of them is a multiple of
the other.

Remark 5: If the set {v,,...,v,} is linearly independent, then any rearrangement of the vectors

{035+ -+, v; } is also linearly independent.

Remark 6: If a set S of vectors is linearly independent, then any subset of S is linearly
independent. Alternatively, if S contains a linearly dependent subset, then S is linearly dependent.

EXAMPLE 4.10
(a) Letu=(1,1,0), v=(1,3,2), w= (4,9,5). Then u, v, w are linearly dependent, because
3u+5v—2w=3(1,1,0) + 5(1,3,2) — 2(4,9,5) = (0,0,0) =0

(b) We show that the vectors u = (1,2,3), v = (2,5,7), w = (1,3,5) are linearly independent. We form the vector
equation xu + yv + zw = 0, where x, y, z are unknown scalars. This yields

1 2 1 0 x+2y+ z=0 x+2y+ z=0
x|2| +y|5]|+z|3|=|0 or 2x+5y+3z=0 or y+ z=0
3 7 5 0 3x+Ty+52=0 2z=0

Back-substitution yields x = 0, y = 0, z = 0. We have shown that
xu+yv+zw=0 implies x=0, y=0, z=0
Accordingly, u, v, w are linearly independent.

(c) Let V be the vector space of functions from R into R. We show that the functions f(¢) = sin¢, g(t) = ¢,
h(t) = £ are linearly independent. We form the vector (function) equation xf + yg + zk = 0, where x, y, z are
unknown scalars. This function equation means that, for every value of ¢,

xsint + ye' +z£* = 0
Thus, in this equation, we choose appropriate values of ¢ to easily get x =0, y = 0, z = 0. For example,

(i) Substitute t =0 to obtain x(0) + (1) +2z(0) =0 or y=0
(ii) Substitute t =7 to obtain x(0) + 0(e") + z(n?) =0 or z=0
(iii) Substitute ¢ = 7/2 to obtain x(1) + 0(e™/?) + 0(n?/4) = 0 or x=0

We have shown
xf+yg+zf=0 implies x=0, y=0, z=0

Accordingly, u, v, w are linearly independent.
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Linear Dependence in R®

Linear dependence in the vector space ¥ = R? can be described geometrically as follows:

(a) Any two vectors  and v in R? are linearly dependent if and only if they lie on the same line through
the origin O, as shown in Fig. 4-3(a).

(b) Any three vectors u, v, w in R® are linearly dependent if and only if they lie on the same plane
through the origin O, as shown in Fig. 4-3(b).

Later, we will be able to show that any four or more vectors in R are automatically linearly dependent.

(a) v and v are linearly dependent. (b) u, v, and w are linearly dependent.

Figure 4-3

Linear Dependence and Linear Combinations

The notions of linear dependence and linear combinations are closely related. Specifically, for more than
one vector, we show that the vectors v, v,, ..., v,, are linearly dependent if and only if one of them is a
linear combination of the others.

Suppose, say, v; is a linear combination of the others,

v =a vt 4V G Vi Ay Uy
Then by adding —uv; to both sides, we obtain
@+ a4V — v+ v+ + a0, =0

where the coefficient of v; is not 0. Hence, the vectors are linearly dependent. Conversely, suppose the
vectors are linearly dependent, say,
byvy + -+ bjv; + -+ b,v, =0, where b; #0

Then we can solve for v; obtaining
v,=b'byv, —--—=b7'b_ v, —b b, v, ——b'b v
j Y Y1V j YY1 J o Ui+ J “mm
and so v; is a linear combination of the other vectors.

We now state a slightly stronger statement than the one above. This result has many important
consequences.

LEMMA 4.10:  Suppose two or more nonzero vectors v, v,, .. ., v,, are linearly dependent. Then one
of the vectors is a linear combination of the preceding vectors; that is, there exists
k > 1 such that

U = C1U; + Cr Uy +- 1+ Cr_1Vr—1
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Linear Dependence and Echelon Matrices

Consider the following echelon matrix 4, whose pivots have been circled:

4 7

'

Il
coocoo
cooco®E

3

@
0
0
0

cocow
coQMw
@ w o
O N O

Observe that the rows R,, R;, R4 have 0’s in the second column below the nonzero pivot in R;, and hence
any linear combination of R,, R;, R, must have 0 as its second entry. Thus, R, cannot be a linear
combination of the rows below it. Similarly, the rows R; and R, have 0’s in the third column below the
nonzero pivot in R,, and hence R, cannot be a linear combination of the rows below it. Finally, R; cannot
be a multiple of R,, because R, has a 0 in the fifth column below the nonzero pivot in R;. Viewing the
nonzero rows from the bottom up, R4, R;3, R,, R, no row is a linear combination of the preceding rows.
Thus, the rows are linearly independent by Lemma 4.10.

The argument used with the above echelon matrix 4 can be used for the nonzero rows of any echelon
matrix. Thus, we have the following very useful result.

THEOREM 4.11:  The nonzero rows of a matrix in echelon form are linearly independent.

4.8 Basis and Dimension

First we state two equivalent ways to define a basis of a vector space V. (The equivalence is proved in
Problem 4.28.)

DEFINITION A: A set S ={u,uy,...,u,} of vectors is a basis of V if it has the following two
properties: (1) S is linearly independent. (2) S spans V.

DEFINITION B: A set S = {u;,uy,...,u,} of vectors is a basis of V if every v € V can be written
uniquely as a linear combination of the basis vectors.

The following is a fundamental result in linear algebra.

THEOREM 4.12:  Let I be a vector space such that one basis has m elements and another basis has n
elements. Then m = n.

A vector space V' is said to be of finite dimension n or n-dimensional, written
dimV =n

if V has a basis with n elements. Theorem 4.12 tells us that all bases of /' have the same number of
elements, so this definition is well defined.

The vector space {0} is defined to have dimension 0.

Suppose a vector space V' does not have a finite basis. Then V' is said to be of infinite dimension or to
be infinite-dimensional.

The above fundamental Theorem 4.12 is a consequence of the following ‘‘replacement lemma’’
(proved in Problem 4.35).

LEMMA 4.13:  Suppose {v;, vy,...,v,} spans V, and suppose {w,,w,,...,w,,} is linearly indepen-
dent. Then m < n, and V is spanned by a set of the form

by U}

n—m

{W17W27-~~7me Vi Y,

i
Thus, in particular, n 4+ 1 or more vectors in } are linearly dependent.

Observe in the above lemma that we have replaced m of the vectors in the spanning set of V" by the m
independent vectors and still retained a spanning set.
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Examples of Bases

This subsection presents important examples of bases of some of the main vector spaces appearing in this
text.

(a) Vector space K": Consider the following n vectors in K”:
e, =(1,0,0,0,...,0,0), e, =(0,1,0,0,...,0,0), ..., ¢, =1(0,0,0,0,...,0,1)

These vectors are linearly independent. (For example, they form a matrix in echelon form.)
Furthermore, any vector u = (a,,a,,...,qa,) in K" can be written as a linear combination of the
above vectors. Specifically,

v=ae +ae+---+ae,

Accordingly, the vectors form a basis of K" called the usual or standard basis of K". Thus (as one
might expect), K" has dimension ». In particular, any other basis of K" has n elements.

(b) Vector space M =M, of all r x s matrices: The following six matrices form a basis of the
vector space M, 5 of all 2 x 3 matrices over K:

1 0 0 01 0 0 0 1 0 0 0 0 0 0 0 0 0
00 0|0 O OO0 O O} ]1 O Of” {0 1 0”0 0 1
More generally, in the vector space M = M, ; of all » X s matrices, let E}; be the matrix with ij-entry 1

and 0’s elsewhere. Then all such matrices form a basis of M,  called the usual or standard basis of
M, ;. Accordingly, dim M, ; = rs.

(c) Vector space P, () of all polynomials of degree < n: The set S = {1,¢,/2,3,...,¢"} of n+1
polynomials is a basis of P, (¢). Specifically, any polynomial /'(¢) of degree <n can be expessed as a
linear combination of these powers of 7, and one can show that these polynomials are linearly
independent. Therefore, dimP,(¢) = n + 1.

(d) Vector space P(z) of all polynomials: Consider any finite set S = {f,(¢),4(¢),...,[,,(1)} of
polynomials in P(z), and let m denote the largest of the degrees of the polynomials. Then any
polynomial g(#) of degree exceeding m cannot be expressed as a linear combination of the elements of
S. Thus, S cannot be a basis of P(¢). This means that the dimension of P(¢) is infinite. We note that the
infinite set S’ = {1,¢,#2,£,...}, consisting of all the powers of ¢, spans P(¢) and is linearly
independent. Accordingly, S’ is an infinite basis of P(¢).

Theorems on Bases
The following three theorems (proved in Problems 4.37, 4.38, and 4.39) will be used frequently.

THEOREM 4.14: Let V' be a vector space of finite dimension n. Then:

(i) Any n+ 1 or more vectors in V' are linearly dependent.

(i)  Any linearly independent set S = {u,,u,,...,u,} with n elements is a basis
of V.
(iii) Any spanning set 7 = {v,, v,,...,v,} of ¥ with n elements is a basis of V.

THEOREM 4.15:  Suppose S spans a vector space V. Then:

(i) Any maximum number of linearly independent vectors in .S form a basis of V.

(i1) Suppose one deletes from S every vector that is a linear combination of
preceding vectors in S. Then the remaining vectors form a basis of V.
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THEOREM 4.16:  Let V/ be a vector space of finite dimension and let S = {u;,u,,...,u,} be a set of
linearly independent vectors in V. Then S is part of a basis of V; that is, S may be
extended to a basis of V.

EXAMPLE 4.11
(a) The following four vectors in R* form a matrix in echelon form:
(1,1,1,1), (0,1,1,1), (0,0,1,1), (0,0,0,1)
Thus, the vectors are linearly independent, and, because dim R* = 4, the four vectors form a basis of R*.

(b) The following n + 1 polynomials in P, () are of increasing degree:
L, =1, =17 ..., (t=1)"

Therefore, no polynomial is a linear combination of preceding polynomials; hence, the polynomials are linear
independent. Furthermore, they form a basis of P,(¢), because dimP,(¢) = n + 1.

(c) Consider any four vectors in R?, say
(257,—132,58), (43,0,—17), (521,—-317,94), (328, —-512,—731)

By Theorem 4.14(i), the four vectors must be linearly dependent, because they come from the three-dimensional
vector space R3.

Dimension and Subspaces

The following theorem (proved in Problem 4.40) gives the basic relationship between the dimension of a
vector space and the dimension of a subspace.

THEOREM 4.17:  Let W be a subspace of an n-dimensional vector space V. Then dim W < n. In
particular, if dim W = n, then W = V.

EXAMPLE 4.12 Let J¥ be a subspace of the real space R®. Note that dim R® = 3. Theorem 4.17 tells us that the
dimension of W can only be 0, 1, 2, or 3. The following cases apply:

(a) If dim W = 0, then W = {0}, a point.

(b) If dim W = 1, then W is a line through the origin 0.
(c) If dim W = 2, then W is a plane through the origin 0.
(d) If dim W = 3, then W is the entire space R>.

4.9 Application to Matrices, Rank of a Matrix

Let A be any m x n matrix over a field K. Recall that the rows of 4 may be viewed as vectors in K" and
that the row space of 4, written rowsp(A), is the subspace of K” spanned by the rows of A. The following
definition applies.

DEFINITION: The rank of a matrix A4, written rank(4), is equal to the maximum number of linearly
independent rows of 4 or, equivalently, the dimension of the row space of A.

Recall, on the other hand, that the columns of an m X n matrix 4 may be viewed as vectors in K” and
that the column space of A, written colsp(A), is the subspace of K™ spanned by the columns of A.
Although m may not be equal to n—that is, the rows and columns of 4 may belong to different vector
spaces—we have the following fundamental result.

THEOREM 4.18:  The maximum number of linearly independent rows of any matrix A4 is equal to the
maximum number of linearly independent columns of 4. Thus, the dimension of the
row space of 4 is equal to the dimension of the column space of A.

Accordingly, one could restate the above definition of the rank of 4 using columns instead of rows.
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Basis-Finding Problems

This subsection shows how an echelon form of any matrix 4 gives us the solution to certain problems
about 4 itself. Specifically, let 4 and B be the following matrices, where the echelon matrix B (whose
pivots are circled) is an echelon form of A4:

1 2 1 31 2 21312
25 5 6 4 5 0o 3 1 21
A=13 7 6 11 6 9 and B=[0 0 0 O 1 2
1 5 10 8 9 9 00 0 0 00O
2 6 8 11 9 12 0000 00O
We solve the following four problems about the matrix 4, where C;,C,, ..., Cys denote its columns:
(a) Find a basis of the row space of 4.
(b) Find each column C; of 4 that is a linear combination of preceding columns of A.
(c) Find a basis of the column space of 4.
(d) Find the rank of 4.

(a)

(b)

(©

(d)

We are given that 4 and B are row equivalent, so they have the same row space. Moreover, B is in
echelon form, so its nonzero rows are linearly independent and hence form a basis of the row space
of B. Thus, they also form a basis of the row space of 4. That is,

basis of rowsp(4): (1,2,1,3,1,2), (0,1,3,1,2,1), (0,0,0,1,1,2)

Let M, = [C, C,, ..., C}], the submatrix of 4 consisting of the first £ columns of 4. Then M,_, and
M, are, respectively, the coefficient matrix and augmented matrix of the vector equation

chl +x2C2 + - +xk—1Ck—l = Ck

Theorem 3.9 tells us that the system has a solution, or, equivalently, C; is a linear combination of
the preceding columns of 4 if and only if rank(M;) = rank(M,_,), where rank(M,) means the
number of pivots in an echelon form of M. Now the first £ column of the echelon matrix B is also
an echelon form of M,. Accordingly,

rank(M,) = rank(M;) = 2 and rank(M,) = rank(Ms) = rank(Mg) = 3

Thus, C;, Cs, Cg are each a linear combination of the preceding columns of 4.

The fact that the remaining columns C,, C,, C, are not linear combinations of their respective
preceding columns also tells us that they are linearly independent. Thus, they form a basis of the
column space of 4. That is,

basis of colsp(4): 1,2,3,1,2]", [2,5,7,56", [3,6,11,8,11]"
Observe that C,, C,, C, may also be characterized as those columns of 4 that contain the pivots in

any echelon form of 4.
Here we see that three possible definitions of the rank of 4 yield the same value.

(1) There are three pivots in B, which is an echelon form of 4.

(i) The three pivots in B correspond to the nonzero rows of B, which form a basis of the row
space of 4.

(iii) The three pivots in B correspond to the columns of 4, which form a basis of the column space
of 4.

Thus, rank(4) = 3.
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Application to Finding a Basis for W = span(uy,u,,...,u,)

Frequently, we are given a list S = {u,u,,...,u,} of vectors in K" and we want to find a basis for the
subspace W of K" spanned by the given vectors—that is, a basis of

W = span(S) = span(u;,u,,...,u,)

The following two algorithms, which are essentially described in the above subsection, find such a basis
(and hence the dimension) of W.
Algorithm 4.1 (Row space algorithm)
Step 1. Form the matrix M whose rows are the given vectors.
Step 2. Row reduce M to echelon form.
Step 3. Output the nonzero rows of the echelon matrix.

Sometimes we want to find a basis that only comes from the original given vectors. The next algorithm
accomplishes this task.
Algorithm 4.2 (Casting-out algorithm)
Step 1. Form the matrix M whose columns are the given vectors.
Step 2. Row reduce M to echelon form.

Step 3. For each column C;, in the echelon matrix without a pivot, delete (cast out) the vector u; from
the list S of given vectors.

Step 4. Output the remaining vectors in S (which correspond to columns with pivots).

We emphasize that in the first algorithm we form a matrix whose rows are the given vectors, whereas
in the second algorithm we form a matrix whose columns are the given vectors.

EXAMPLE 4.13 Let ¥ be the subspace of R spanned by the following vectors:
u1:(1,2,1,3,2), u2:(1a3)3a573>a M3:(3,8,7,13,8)
uy, = (1,4,6,9,7), us = (5,13,13,25,19)

Find a basis of W consisting of the original given vectors, and find dim W.
Form the matrix M whose columns are the given vectors, and reduce M to echelon form:

1 1 31 5 1 1 3 15
2 3 8 4 13 01 2 2 3
M=1|1 3 7 6 13(~|0 0 0 I 2
35 13 9 25 00 0 00O
23 8 7 19 00 0 0O

The pivots in the echelon matrix appear in columns C;, C,, C,. Accordingly, we ‘‘cast out’’ the vectors u; and us
from the original five vectors. The remaining vectors u;, u,, u,, which correspond to the columns in the echelon
matrix with pivots, form a basis of W. Thus, in particular, dim W = 3.

Remark: The justification of the casting-out algorithm is essentially described above, but we repeat
it again here for emphasis. The fact that column Cj; in the echelon matrix in Example 4.13 does not have a
pivot means that the vector equation

Xuy +yu, = uz

has a solution, and hence w5 is a linear combination of #; and u,. Similarly, the fact that C5 does not have
a pivot means that us is a linear combination of the preceding vectors. We have deleted each vector in the
original spanning set that is a linear combination of preceding vectors. Thus, the remaining vectors are
linearly independent and form a basis of W.
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Application to Homogeneous Systems of Linear Equations

Consider again a homogeneous system 4AX = 0 of linear equations over K with n unknowns. By
Theorem 4.4, the solution set W of such a system is a subspace of K", and hence W has a dimension.
The following theorem, whose proof is postponed until Chapter 5, holds.

THEOREM 4.19:  The dimension of the solution space W of a homogeneous system 4AX = 0isn —r,
where n is the number of unknowns and r is the rank of the coefficient matrix A4.

In the case where the system AX = 0 is in echelon form, it has precisely n — r free variables, say
X Xy o5 X . Let v; be the solution obtained by setting x; =1 (or any nonzero constant) and the
remammg free Varlables equal to 0. We show (Problem 4. 50) that the solutions vy, v,,...,v,_, are
linearly independent; hence, they form a basis of the solution space W.

We have already used the above process to find a basis of the solution space W of a homogeneous
system AX = 0 in Section 3.11. Problem 4.48 gives three other examples.

4.10 Sums and Direct Sums

Let U and W be subsets of a vector space V. The sum of U and W, written U + W, consists of all sums
u+w where u € U and w € W. That is,

U+W={v:iv=u+w, whereu € U and w € W}

Now suppose U and W are subspaces of V. Then one can easily show (Problem 4.53) that U 4+ W is a
subspace of V. Recall that U N W is also a subspace of V. The following theorem (proved in Problem
4.58) relates the dimensions of these subspaces.

THEOREM 4.20:  Suppose U and W are finite-dimensional subspaces of a vector space V. Then
U + W has finite dimension and
dim(U + W) =dim U + dim W — dim(U N W)

EXAMPLE 4.14 Let V' = M, ,, the vector space of 2 x 2 matrices. Let U consist of those matrices whose second
row is zero, and let W consist of those matrices whose second column is zero. Then

o-{ls o) () o vonfe oo {2

That is, U + W consists of those matrices whose lower right entry is 0, and U N W consists of those matrices
whose second row and second column are zero. Note that dimU =2, dimW =2, dim(UN W) = 1. Also,
dim(U 4 W) = 3, which is expected from Theorem 4.20. That is,

dim(U+ W) =dimU +dimV —dim(UNW)=2+2—-1=3

Direct Sums

The vector space V is said to be the direct sum of its subspaces U and W, denoted by
V=Uuow

if every v € V can be written in one and only one way as v = u +w where u € U and w € W.
The following theorem (proved in Problem 4.59) characterizes such a decomposition.

THEOREM 4.21:  The vector space V is the direct sum of its subspaces U and W if and only if:
) V=U+W,(3G) Unw ={0}.
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EXAMPLE 4.15 Consider the vector space ¥ = R>.
(a) Let U be the xy-plane and let W be the yz-plane; that is,
U={(a,b,0):a,b R} and W ={(0,b,c) : b,c € R}

Then R* = U + W, because every vector in R? is the sum of a vector in U and a vector in . However, R? is not
the direct sum of U and W, because such sums are not unique. For example,

(3,5,7) = (3,1,0) + (0,4,7)  andalso  (3,5,7) = (3,—4,0) + (0,9,7)

(b) Let U be the xy-plane and let W be the z-axis; that is,
U=1{(a,b,0):a,b R} and W ={(0,0,¢) : c € R}

Now any vector (a, b, c) € R® can be written as the sum of a vector in U and a vector in ¥ in one and only one
way:

(a,b,c) = (a,b,0) +(0,0,c)
Accordingly, R? is the direct sum of U and W; that is, R* = U @ W.

General Direct Sums

The notion of a direct sum is extended to more than one factor in the obvious way. That is, V' is the direct
sum of subspaces W, W,, ..., W,, written

V=W, aoW,e oW,
if every vector v € V' can be written in one and only one way as
V=W Wyt W,
where wy € Wy, w, € Wy, ..., w,. € W,.
The following theorems hold.
THEOREM 4.22: Suppose V =W, & W, ®--- @ W,. Also, for each k, suppose S, is a linearly
independent subset of W,. Then
(a) The union S = |J, S, is linearly independent in V.
(b) If each S, is a basis of W, then | J, S, is a basis of V.
(¢) dimV =dim W, +dim W, + --- + dim I¥,.
THEOREM 4.23:  Suppose V =W, + W, +---+ W, and dim V' = >, dim W}. Then
V=W eW,o - -dW,.

4.11 Coordinates

Let V be an n-dimensional vector space over K with basis § = {u,u,,...,u,}. Then any vector v € V
can be expressed uniquely as a linear combination of the basis vectors in S, say

V= auy + au, +---+a,u,

These n scalars ay, a,, . . ., a, are called the coordinates of v relative to the basis S, and they form a vector
[ay,ay,...,a,] in K" called the coordinate vector of v relative to S. We denote this vector by [v], or
simply [v], when S is understood. Thus,

[U]S = [a17a27 ce 7an]

For notational convenience, brackets |[. . .], rather than parentheses (.. .), are used to denote the coordinate
vector.
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Remark: The above »n scalars a;,a,,...,a, also form the coordinate column vector
[ay,ay,. .. ,an]T of v relative to S. The choice of the column vector rather than the row vector to
represent v depends on the context in which it is used. The use of such column vectors will become clear
later in Chapter 6.

EXAMPLE 4.16 Consider the vector space P,(#) of polynomials of degree <2. The polynomials

p=t+1 pp=1t—1, py=(—1)7=7F—-20+1

form a basis S of P,(¢). The coordinate vector [v] of v = 2¢> — 5¢ + 9 relative to S is obtained as follows.
Set v = xp; + yp, + zp; using unknown scalars x, y, z, and simplify:

20 —5t+9=x(t+1)+y(t—1)+z( -2t +1)
:xt+x+yt—y+zt2 —2zt+z
=z 4+ (x+y—22)t+ (x—y+2)
Then set the coefficients of the same powers of ¢ equal to each other to obtain the system
z=2, x+y—2z=-5, X—y+z=9
The solution of the system is x = 3, y = —4, z = 2. Thus,
v =13p, —4p, + 2p;, and hence, [v] = [3,—4,2]
EXAMPLE 4.17 Consider real space R*. The following vectors form a basis S of R:
u; = (1,-1,0), u, = (1,1,0), u; = (0,1,1)

The coordinates of v = (5,3,4) relative to the basis S are obtained as follows.
Set v = xv; + yv, + zvs; that is, set v as a linear combination of the basis vectors using unknown scalars x, y, z.
This yields

5 1
3| =x|—-1|+y|l]| +z
4 0 0

The equivalent system of linear equations is as follows:
x+y=35, —X+y+z=3, z=4
The solution of the system is x = 3, y = 2, z = 4. Thus,
v =3u; + 2u, + 4us, and so [v], = [3,2,4]
Remark 1: There is a geometrical interpretation of the coordinates of a vector v relative to a basis
S for the real space R”, which we illustrate using the basis S of R® in Example 4.17. First consider the

space R? with the usual x, y, z axes. Then the basis vectors determine a new coordinate system of R>, say
with ¥/, y/, Z axes, as shown in Fig. 4-4. That is,

(1) The x'-axis is in the direction of u; with unit length |||

(2) The y'-axis is in the direction of u, with unit length ||u,]|.

(3) The Z/-axis is in the direction of u; with unit length |jus]].
Then each vector v = (a, b, c) or, equivalently, the point P(a, b, c) in R* will have new coordinates with
respect to the new x’, )/, Z/ axes. These new coordinates are precisely [v],, the coordinates of v with

respect to the basis S. Thus, as shown in Example 4.17, the coordinates of the point P(5,3,4) with the
new axes form the vector [3,2,4].

Remark 2: Consider the usual basis E = {e|,e,,...,e,} of K" defined by
e, =(1,0,0,...,0,0), e =(0,1,0,...,0,0), ..., e,=(0,0,0,...,0,1)



(132 CHAPTER 4 Vector Spaces

_____ Y
I 8
x’ !
l
|
I
|
I
| y’
|
v=0(523,4=[3,24]
Figure 4-4
Let v = (a;,a,,...,a,) be any vector in K”. Then one can easily show that
v=aje; +axe; + o+ ayey, and so g = lar,ap,. .., a,]

That is, the coordinate vector [v], of any vector v relative to the usual basis E of K" is identical to the
original vector v.

Isomorphism of V and K"

Let 7 be a vector space of dimension n over K, and suppose S = {u;,uy,...,u,} is a basis of V. Then
each vector v € V' corresponds to a unique n-tuple [v]; in K”. On the other hand, each n-tuple
[ey,¢9,-..,¢,] iIn K" corresponds to a unique vector ¢ u; + cyuy + - - - + c,u, in V. Thus, the basis S
induces a one-to-one correspondence between V' and K”. Furthermore, suppose

v=au; +au, + -+ a,u, and w=byu; +byu, +---+ b,u,
Then
vV+w= (al —|—b1)u1 + (az +b2)u2 + -+ (an —I—bn)un
kv = (ka\)u, + (kay)u, + - - - + (ka,)u,
where £ is a scalar. Accordingly,
[v+wlg=lar+b1, ..., ay+b]=lar,.. ]+ [by,. .., b,] = [vlg + Wl
lkvlg = [kay, ka,, ... ka,| = kla;,a,,...,a,] = k[v]g

Thus, the above one-to-one correspondence between V' and K" preserves the vector space operations of
vector addition and scalar multiplication. We then say that /' and K" are isomorphic, written

V= K"

We state this result formally.
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THEOREM 4.24: Let V' be an n-dimensional vector space over a field K. Then V and K" are
isomorphic.
The next example gives a practical application of the above result.

EXAMPLE 4.18 Suppose we want to determine whether or not the following matrices in ¥ = M, ; are linearly

dependent:
1 2 =3 1 3 -4 3 8 —11
A_{4 0 l}’ B_[6 5 4]’ C_{16 10 9]
The coordinate vectors of the matrices in the usual basis of M, 5 are as follows:
[A] =1[1,2,-3,4,0,1], [B] =[1,3,—4,6,5,4], [C] =[3,8,—11,16,10,9]

Form the matrix M whose rows are the above coordinate vectors and reduce M to an echelon form:

1 2 -3 4 0 1 1 2 -3 4 01 1 2 =3 4 0 1
M=1|1 3 -4 6 5 4|~)J01 -1 2 5 3|~|0 1 -1 2 5 3
3 8 —11 16 10 9 0 2 -2 4 10 6 0 0 0 0 00

Because the echelon matrix has only two nonzero rows, the coordinate vectors [4], [B], [C] span a subspace of
dimension 2 and so are linearly dependent. Accordingly, the original matrices 4, B, C are linearly dependent.

SOLVED PROBLEMS

Vector Spaces, Linear Combinations
4.1. Suppose u and v belong to a vector space V. Simplify each of the following expressions:
(@) E,=3Qu—4v)+5u+T7v, (¢) E;=2uv+32u-+4v)
3
(b) E,=3u—6Bu—5v)+7u, (d) E;=5u——+5u
v
Multiply out and collect terms:
(a) E,=6u—12v+5u+T7v=11u—5v
®) E, =3u—18u+30v+7u= —8u+ 30v

(c) E; is not defined because the product uv of vectors is not defined.
(d) E, is not defined because division by a vector is not defined.

4.2. Prove Theorem 4.1: Let V' be a vector space over a field K.
(i) k0 =0. (i) Ou = 0. (iii)) If ku =0, then k =0 or u = 0. (iv) (—k)u = k(—u) = —ku.

(i) By Axiom [A;] with u = 0, we have 0 + 0 = 0. Hence, by Axiom [M;], we have
k0 =k(0+0) = k0 + k0
Adding —k0 to both sides gives the desired result.
(ii) For scalars, 0 + 0 = 0. Hence, by Axiom [M,], we have
O0u = (0+ 0)u = Ou + Ou
Adding —Ou to both sides gives the desired result.
(iii) Suppose ku = 0 and k # 0. Then there exists a scalar k~! such that k"4 = 1. Thus,
u=1lu=(k"'K)u=k"(ku)y=k7'0=0

(iv) Using u+ (—u) =0 and k + (—k) = 0 yields
0="%k0=klu+ (—u)] = ku+ k(—u) and 0=0u=1[k+ (—k)]u=rhku+ (—k)u

Adding —ku to both sides of the first equation gives —ku = k(—u), and adding —ku to both sides of the
second equation gives —ku = (—k)u. Thus, (—k)u = k(—u) = —ku.
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4.3.

4.4.

4.5.

4.6.

Show that (a) k(u — v) = ku — kv, (b) u + u = 2u.

(a) Using the definition of subtraction, that u — v = u + (—v), and Theorem 4.1(iv), that k(—v) = —kv, we
have

k(u—v) =klu+ (—v)] = ku+ k(—v) = ku + (—kv) = ku — kv

(b) Using Axiom [My] and then Axiom [M,], we have
utu=lu+lu=(1+1)u=2u

Express v = (1,—2,5) in R? as a linear combination of the vectors
ul:(17171)’ u2:(17273)7 u3:(27_171)

We seek scalars x, y, z, as yet unknown, such that v = xu; + yu, + zu;. Thus, we require

1 1 1 2 x+ y+2z= 1
2| =x|1|4+p[{2|+2z|—-1 or x+2y— z=-2
5 1 3 1 X+3y+ z= 5

(For notational convenience, we write the vectors in R3 as columns, because it is then easier to find the
equivalent system of linear equations.) Reducing the system to echelon form yields the triangular system

x+y+2z=1, y—3z=-3, 5z=10

The system is consistent and has a solution. Solving by back-substitution yields the solution x = —6, y = 3,
z =2. Thus, v = —6u; + 3u, + 2u;.

Alternatively, write down the augmented matrix M of the equivalent system of linear equations, where
uy, Uy, uy are the first three columns of M and v is the last column, and then reduce M to echelon form:

1 1 2 1 1 1 2 1 1 1 2 1
M=(12 -1 -2|~|0 1 -3 3|~|0 1 -3 -3
1 3 1 5 0 2 -1 4 0 0 5 10

The last matrix corresponds to a triangular system, which has a solution. Solving the triangular system by
back-substitution yields the solution x = —6, y = 3, z = 2. Thus, v = —6u; + 3u, + 2u;.

Express v = (2, —5,3) in R? as a linear combination of the vectors
u = (17 _372)7 Uy = (27 _47 _1)7 Uz = (17 _5;7)

We seek scalars x, y, z, as yet unknown, such that v = xu; + yu, + zu;. Thus, we require

2 1 2 1 x+2y+ z= 2
=S| =x|-3|+y|—-4|+z|-5 or —3x—4y—-5z=-5
3 2 -1 7 2x— y+7z= 3

Reducing the system to echelon form yields the system
xX+2y4+z=2, 2y —2z=1, 0=3

The system is inconsistent and so has no solution. Thus, v cannot be written as a linear combination of
Uy, Uy, Usz.

Express the polynomial v = > +4¢ — 3 in P(¢) as a linear combination of the polynomials
p =1 —2t+5, p, =202 — 3t ps=t+1
Set v as a linear combination of p;, p,, p; using unknowns x, y, z to obtain
P+dt—3=x( —2t+5)+y(2F —3t) +z(t+ 1) (*)

We can proceed in two ways.
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4.7.

Method 1. Expand the right side of (¥) and express it in terms of powers of ¢ as follows:
P44t —3=xt> —2xt+5x+ 2 — 3yt +zt +z
= (x4 20 + (=2x — 3y + 2)t + (5x + 32)

Set coefficients of the same powers of ¢ equal to each other, and reduce the system to echelon form. This
yields

x+2y= 1 x+2y= 1 x+2y=1
—2x—3y+ z= 4 or y+ z= 6 or y+ z= 6
5x+4+3z=-3 —10y +3z = -8 13z =52
The system is consistent and has a solution. Solving by back-substitution yields the solution x = =3,y = 2,

z=4. Thus, v = —3p; + 2p, + 4p,.

Method 2. The equation (*) is an identity in #; that is, the equation holds for any value of ¢. Thus, we can
set ¢ equal to any numbers to obtain equations in the unknowns.

(a) Sett =0 in (*) to obtain the equation —3 = 5x + z.
(b) Sett=1 in (*) to obtain the equation 2 = 4x — y + 2z.
(¢) Sett= —1 in (*) to obtain the equation —6 = 8x + 5y.

Solve the system of the three equations to again obtain the solution x = —3, y =2, z=4. Thus,
v = —=3p; +2p, +4p;.

Express M as a linear combination of the matrices 4, B, C, where
4 7 1 1 1 2 1 1
e R e S (T P

Set M as a linear combination of 4, B, C using unknown scalars x, y, z; that is, set M = x4 + yB + zC.

This yields
4 71 |1 1 1 2 I 1| | x+y+z x+2y+z
[7 9} *x[l 1} +y{3 4] “{4 5] - [x+3y+4z x+4y+52}
Form the equivalent system of equations by setting corresponding entries equal to each other:
x+y+z=4, x+2y4+z=17, x+3y+4z=17, x+4y+5z=9
Reducing the system to echelon form yields

x+y+z:4’ y:3, 32273, 4z = —4

The last equation drops out. Solving the system by back-substitution yields z = —1, y = 3, x = 2. Thus,
M =24+3B-C.

Subspaces

4.8.

4.9.

Prove Theorem 4.2: W is a subspace of V' if the following two conditions hold:
(a) 0e W (b)Ifu,ve W, then u+ v, ku € W.

By (a), W is nonempty, and, by (b), the operations of vector addition and scalar multiplication are well
defined for W. Axioms [A1], [A4], [M1], [M2], [M3], [M4] hold in W because the vectors in W belong to V.
Thus, we need only show that [A,] and [A3] also hold in W. Now [A,] holds because the zero vector in V'
belongs to W by (a). Finally, if v € W, then (—1)v = —v € W, and v + (—v) = 0. Thus [A3] holds.

Let V' = R>. Show that ¥ is not a subspace of ¥, where
(@ W =1{(a,b,c):a>0}, () W={(a,b,c):a>+b+c*<1}

In each case, show that Theorem 4.2 does not hold.
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4.10.

4.11.

4.12,

(a) W consists of those vectors whose first entry is nonnegative. Thus, v = (1,2,3) belongs to W. Let
k = —3. Then kv = (—3,—6,—9) does not belong to W, because —3 is negative. Thus, W is not a
subspace of V.

(b) W consists of vectors whose length does not exceed 1. Hence, u = (1,0,0) and v = (0, 1,0) belong to
W, but u-+v=(1,1,0) does not belong to W, because 12+ 1?2 +0> =2 > 1. Thus, W is not a
subspace of V.

Let V' = P(¢), the vector space of real polynomials. Determine whether or not W is a subspace of
V, where

(a) W consists of all polynomials with integral coefficients.
(b) W consists of all polynomials with degree >6 and the zero polynomial.

(c) W consists of all polynomials with only even powers of .
(a) No, because scalar multiples of polynomials in # do not always belong to W. For example,
fy=3+6t+77ew but Lf()=3+3t+1r¢w

(bandc) Yes. In each case, W contains the zero polynomial, and sums and scalar multiples of polynomials
in W belong to W.

Let ¥ be the vector space of functions / : R — R. Show that /¥ is a subspace of V, where
(@) W ={f(x):f(1) =0}, all functions whose value at 1 is 0.
(b) W ={f(x):£(3) =1(1)}, all functions assigning the same value to 3 and 1.

© W=A{f(©:f(—x)=—f(x)}, all odd functions.
Let 0 denote the zero function, so 0(x) = 0 for every value of x.
(a) 0 € W, because 0(1) = 0. Suppose f,g € W. Then f(1) = 0 and g(1) = 0. Also, for scalars a and b, we
have
(af +bg)(1) =af (1) + bg(l) = a0+ b0 =0
Thus, af 4+ bg € W, and hence W is a subspace.
(b) 0 € W, because 0(3) = 0 = 0(1). Suppose f,g € W. Then f(3) = f(1) and g(3) = g(1). Thus, for any
scalars a and b, we have
(af +b2)(3) = af (3) + bg(3) = af (1) + bg(1) = (af + bg)(1)
Thus, af + bg € W, and hence W is a subspace.
(c) 0 e W, because O(—x) = 0 = —0 = —0(x). Suppose f, g € W. Thenf(—x) = —f(x) and g(—x) = —g(x).
Also, for scalars a and b,
(af +bg)(—) = af (—x) + bg(—) = —af (x) — be(x) = —(af +bg)(¥)
Thus, ab + gf € W, and hence W is a subspace of V.

Prove Theorem 4.3: The intersection of any number of subspaces of V' is a subspace of V.

Let {W,;:i €I} be a collection of subspaces of ¥ and let W = N(W; :i € I). Because each W7 is a
subspace of ¥, we have 0 € W, for every i € I. Hence, 0 € W. Suppose u,v € W. Then u, v € W,, for every
i € I. Because each W, is a subspace, au + bv € W, for every i € I. Hence, au + bv € W. Thus, W is a
subspace of V.

Linear Spans

4.13.

Show that the vectors u; = (1,1, 1), u, = (1,2,3), uy = (1,5,8) span R°.

We need to show that an arbitrary vector v = (a,b,c) in R? is a linear combination of u,, u,, us. Set
v = xu; + yu, + zus; that is, set

(a,b,c) =x(1,1,1) +y(1,2,3) +2(1,5,8) = (x+y+2z, x+2y+5z, x+3y+82)
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4.14.

4.15.

4.16.

Form the equivalent system and reduce it to echelon form:

X+ y+ z=a xX+y+ z=a xX+y+ z=a
x+2y+5z=> or y+4z=b—a or y+4z=b—a
x+3y+8=c 2y+Tc=c—a —z=c—2b+a

The above system is in echelon form and is consistent; in fact,
x=—-a+5b—3c, y=3a—Tb+4c, z=a+2b—c
is a solution. Thus, u;, u,, u3 span R>.

Find conditions on a, b, ¢ so that v = (a,b,c) in R® belongs to W = span(u,,u,, u3), where
up = (17270)’ Uy = (_17 1>2)a Us = <3a07 _4)

Set v as a linear combination of u, u,, u; using unknowns x, y, z; that is, set v = xu; + yu, + zus. This
yields
(a,b7c):x(l,Z,O)+y(71,1,2)+z(3,0,74):(xfy+3z7 2x+y7 2y74z)

Form the equivalent system of linear equations and reduce it to echelon form:

x—y+3z=a x—y+3z=a x—y+3z=a
2x+y =b or 3y—6z=b-2a or 3y—6z=b-2a
2y—4z=c 2y—4z=c 0=4a—-2b+3c

The vector v = (a, b, ¢) belongs to W if and only if the system is consistent, and it is consistent if and only if
4a — 2b + 3¢ = 0. Note, in particular, that u, u,, u3 do not span the whole space R3.

Show that the vector space ¥ = P(¢) of real polynomials cannot be spanned by a finite number of
polynomials.

Any finite set S of polynomials contains a polynomial of maximum degree, say m. Then the linear span
span(S) of S cannot contain a polynomial of degree greater than m. Thus, span(S) # ¥, for any finite set S.

Prove Theorem 4.5: Let S be a subset of V. (i) Then span(S) is a subspace of V' containing S.
(ii) If W is a subspace of V' containing S, then span(S) C W.

(1) Suppose S is empty. By definition, span(S) = {0}. Hence span(S) = {0} is a subspace of V' and
S C span(S). Suppose S is not empty and v € S. Then v = 1v € span(S); hence, S C span(S). Also
0 = Ov € span(S). Now suppose u, w € span(S), say

u=au +- - +au => ay and w=Dbyw + -+ bw, = biw
i J

where u;, w; € S and a;, b; € K. Then

u+v=73 au+ 3y bw and fu = k<2 a,»ui> = kau;
i J i 7

belong to span(S) because each is a linear combination of vectors in S. Thus, span(S) is a subspace of V.

(i1) Suppose u,u,, ..., u,. € S. Then all the u; belong to W. Thus, all multiples a,u;, au,,...,au. € W,

and so the sum au; + a,u, + - - + a,u, € W. That is, W contains all linear combinations of elements
in S, or, in other words, span(S) C W, as claimed.

Linear Dependence

4.17.

Determine whether or not «# and v are linearly dependent, where
(@ u=(1,2),v=(3,-5), () u=(1,2,-3),v=(4,5-6)
b) u=(1,-3),v=(-2,6), (d) u=(2,4,-8), v=(3,6,—12)
Two vectors u and v are linearly dependent if and only if one is a multiple of the other.

(a) No. (b) Yes; for v = —2u. (c¢) No. (d) Yes, for v = %u
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4.18.

4.19.

4.20.

Determine whether or not u and v are linearly dependent, where

(@ u=2+4t—3, v=4r+8t—6, (b) u=2—3t+4,v=4 —3t+2,

© u |l 3 4], 4 1216 @ u= |l 1 1] ,_[222
“Zls 0 1" " 1=20 0 4] “Zl12 2 2P 7T 13 3 3

Two vectors u and v are linearly dependent if and only if one is a multiple of the other.

(a) Yes; for v = 2u. (b) No. (c) Yes, for v = —4u. (d) No.

Determine whether or not the vectors u = (1,1,2), v = (2,3,1), w = (4,5,5) in R® are linearly
dependent.

Method 1. Set a linear combination of u, v, w equal to the zero vector using unknowns x, y, z to obtain
the equivalent homogeneous system of linear equations and then reduce the system to echelon form.
This yields

1 2 4 0 X+2y+4z=0 .
1| +v]3] +2|5] =10 of  x4+3y+5:=0 or x+2yi4§:8
1 1 5 0 24 y+52=0 yToz=

The echelon system has only two nonzero equations in three unknowns; hence, it has a free variable and a
nonzero solution. Thus, u, v, w are linearly dependent.

Method 2. Form the matrix 4 whose columns are u, v, w and reduce to echelon form:

1 2 4 1 2 4 1 2 4
A=11 3 5({~]0 1 1| ~(0 1 1
2 15 0 -3 -3 0 0 0

The third column does not have a pivot; hence, the third vector w is a linear combination of the first two
vectors u and v. Thus, the vectors are linearly dependent. (Observe that the matrix A4 is also the coefficient
matrix in Method 1. In other words, this method is essentially the same as the first method.)

Method 3. Form the matrix B whose rows are u, v, w, and reduce to echelon form:

1 1 2 0 1 2 1 1 2
B=12 3 1{~0 1 3(~|0 1 -3
4 5 5 01 -3 0 0 0

Because the echelon matrix has only two nonzero rows, the three vectors are linearly dependent. (The three
given vectors span a space of dimension 2.)

Determine whether or not each of the following lists of vectors in R? is linearly dependent:
@ u; =(1,2,5),u,=(1,3,1), u3 =(2,5,7), uy = (3,1,4),

(b) u=(1,2,5),v=1(2,51),w=(1,5,2),

(©) u=(1,2,3),v=1(0,0,0), w=(1,5,6).

(a) Yes, because any four vectors in R® are linearly dependent.

(b) Use Method 2 above; that is, form the matrix 4 whose columns are the given vectors, and reduce the
matrix to echelon form:

1 21 1 2 1 1 2 1
A=12 5 5|~ 1|0 1 3| ~(0 1 3
51 2 0 -9 -3 0 0 24

Every column has a pivot entry; hence, no vector is a linear combination of the previous vectors. Thus,
the vectors are linearly independent.

(c) Because 0 = (0,0,0) is one of the vectors, the vectors are linearly dependent.
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4.21. Show that the functions f'(¢) = sint, g(¢) cost, h(t) =t from R into R are linearly independent.

Set a linear combination of the functions equal to the zero function 0 using unknown scalars x, y, z; that
is, set xf + yg + zh = 0. Then show x = 0, y = 0, z = 0. We emphasize that xf' + yg + zh = 0 means that,
for every value of ¢, we have xf (f) + yg(t) + zh(t) = 0.

Thus, in the equation xsinz + ycost + zt = 0:

(i) Sett=0 to obtain x(0) +»(1) +2(0) =0 or y=0.
(ii) Sett=m/2 to obtain x(1) 4+ y(0) +2zn/2=0 or x+mnz/2=0.
(ili) Sett=mn to obtain x(0) +y(=1)+z(m) =0 or —y+nz=0.

The three equations have only the zero solution; that is, x =0, y =0, z= 0. Thus, f, g, & are linearly
independent.

4.22. Suppose the vectors u, v, w are linearly independent. Show that the vectors u+ v, u — v,
u — 2v + w are also linearly independent.

Suppose x(u + v) + y(u — v) + z(u — 2v +w) = 0. Then
xu+xv+yu—yv+zu—2zv+zw =0
or
x+y+zu+x—y—22)v+zw=0
Because u, v, w are linearly independent, the coefficients in the above equation are each 0; hence,
x+y+z=0, x—y—2z=0, z=0

The only solution to the above homogeneous systemisx =0,y =0,z=0. Thus, u + v, u — v, u —2v+w
are linearly independent.

4.23. Show that the vectors u = (1 4+, 2i) and w = (1, 1+1) in C?* are linearly dependent over the
complex field C but linearly independent over the real field R.

Recall that two vectors are linearly dependent (over a field K) if and only if one of them is a multiple of
the other (by an element in K). Because

(L+iw=(1+i)(1, 1+i)=(1+i, 2)=u

u and w are linearly dependent over C. On the other hand, # and w are linearly independent over R, as no real
multiple of w can equal u. Specifically, when £ is real, the first component of kw = (k, k + ki) must be real,
and it can never equal the first component 1 + i of u, which is complex.

Basis and Dimension

4.24. Determine whether or not each of the following form a basis of R>:
(a (1,1,1),(1,0,1); © (1,1,1),(1,2,3), (2,-1,1);
(b) (1,2,3), (1,3,5), (1,0,1), (2,3, 0); d (1,1,2), (1,2,5), (5,3,4).

(a and b) No, because a basis of R® must contain exactly three elements because dim R = 3.

(c) The three vectors form a basis if and only if they are linearly independent. Thus, form the matrix whose
rows are the given vectors, and row reduce the matrix to echelon form:

1 11 1 1 1 1 11
1 2 3| ~1|0 1 21~ (0 1 2
2 -1 1 0 -3 -1 0 0 5

The echelon matrix has no zero rows; hence, the three vectors are linearly independent, and so they do
form a basis of R>.
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4.25,

4.26.

4.27.

4.28.

(d) Form the matrix whose rows are the given vectors, and row reduce the matrix to echelon form:

1 1 2 1 1 2 1 1 2
1 2 5]{~10 1 3|l ~10 1 3
5 3 4 0 -2 -6 0 00

The echelon matrix has a zero row; hence, the three vectors are linearly dependent, and so they do not
form a basis of R>.

Determine whether (1,1,1,1), (1,2,3,2), (2,5,6,4), (2,6,8,5) form a basis of R*. If not, find
the dimension of the subspace they span.

Form the matrix whose rows are the given vectors, and row reduce to echelon form:

1 1 11 1 1 11 1 1 1 1 1 1 11
B— 123 2| |01 21} 101 2 Ly (o1 21
2 5 6 4 0 3 4 2 00 -2 -1 00 2 1
2 6 8 5 0 4 6 3 00 -2 -1 00 0O

The echelon matrix has a zero row. Hence, the four vectors are linearly dependent and do not form a basis of
R*. Because the echelon matrix has three nonzero rows, the four vectors span a subspace of dimension 3.

Extend {u; = (1,1,1,1),u, = (2,2,3,4)} to a basis of R*.
First form the matrix with rows u; and u,, and reduce to echelon form:
{1 11 1}N{1 11 1]
2 2 3 4 00 1 2
Then w; = (1,1,1,1) and w, = (0,0, 1,2) span the same set of vectors as spanned by u; and u,. Let

uy = (0,1,0,0) and u, = (0,0,0,1). Then w,, us, wy, u, form a matrix in echelon form. Thus, they are
linearly independent, and they form a basis of R*. Hence, uy, Uy, Uz, ty also form a basis of R*.

Consider the complex field C, which contains the real field R, which contains the rational field Q.
(Thus, C is a vector space over R, and R is a vector space over Q.)

(a) Show that {1,i} is a basis of C over R; hence, C is a vector space of dimension 2 over R.

(b) Show that R is a vector space of infinite dimension over Q.

(a) For any v € C, we have v =a + bi = a(l) + b(i), where a,b € R. Hence, {1,i} spans C over R.
Furthermore, if x(1) + y(i) = 0 or x + yi = 0, where x, y € R, then x = 0 and y = 0. Hence, {1,i} is
linearly independent over R. Thus, {1,7} is a basis for C over R.

(b) It can be shown that 7 is a transcendental number; that is, 7 is not a root of any polynomial over Q.
Thus, for any n, the # + 1 real numbers 1,7, n2, ..., o are linearly independent over Q. R cannot be of
dimension n over Q. Accordingly, R is of infinite dimension over Q.

Suppose S = {uy,u,,...,u,} is a subset of V. Show that the following Definitions A and B of a
basis of V' are equivalent:

(A) S is linearly independent and spans V.
(B) Every v € V is a unique linear combination of vectors in S.
Suppose (A) holds. Because S spans ¥, the vector v is a linear combination of the u;, say

u=au +au,+---+a,u, and u=>bu; +byu,+---+b,u,
Subtracting, we get

0=v—v=(ay—b)u +(ay—by)uy + -+ (a, — b,)u,
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But the u; are linearly independent. Hence, the coefficients in the above relation are each 0:
al—blzo, (12_bz:07 ceey an—bn:()

Therefore, a; = by,a, = b,,...,a, = b,. Hence, the representation of v as a linear combination of the u; is
unique. Thus, (A) implies (B).
Suppose (B) holds. Then S spans V. Suppose

0=ciu +cuy+---+cyu,
However, we do have
0=0u; +0uy +---+Ou,

By hypothesis, the representation of 0 as a linear combination of the #; is unique. Hence, each ¢; = 0 and the
u; are linearly independent. Thus, (B) implies (A).

Dimension and Subspaces

4.29.

4.30.

4.31.

Find a basis and dimension of the subspace W of R® where
(@ W={(a,b,c):a+b+c=0}, by W={(a,b,c): (a=b=c)}

(a) Note that 7 # R®, because, for example, (1,2,3) ¢ W. Thus, dim W < 3. Note that u, = (1,0, —1)
and u, = (0, 1, —1) are two independent vectors in W. Thus, dim W = 2, and so u; and u, form a basis
of W.

(b) The vector u = (1,1,1) € W. Any vector w € W has the form w = (k, k, k). Hence, w = ku. Thus, u
spans W and dim W = 1.

Let W be the subspace of R* spanned by the vectors
Uy :(1?_295?_3)’ u2:(27371a_4)1 u3:(3a87_37_5)

(a) Find a basis and dimension of W. (b) Extend the basis of W to a basis of R*.

(a) Apply Algorithm 4.1, the row space algorithm. Form the matrix whose rows are the given vectors, and
reduce it to echelon form:

1 -2 5 =3 1 -2 5 =3 1 -2 5 =3
A=2 3 1 -4~ 1|0 7 -9 2| ~1{0 7 =9 2
3 &8 -3 -5 0 14 -18 4 0 0 0 0

The nonzero rows (1,—2,5,—3) and (0,7, —9,2) of the echelon matrix form a basis of the row space
of A and hence of W. Thus, in particular, dim W = 2.

(b) We seek four linearly independent vectors, which include the above two vectors. The four vectors
(1,-2,5,-3), (0,7,-9,2), (0,0, 1,0), and (0,0, 0, 1) are linearly independent (because they form an
echelon matrix), and so they form a basis of R*, which is an extension of the basis of W,

Let W be the subspace of R> spanned by u; = (1,2,—1,3,4), u, = (2,4,-2,6,8),
uy = (1,3,2,2,6), u,=(1,4,5,1,8), us=1(2,7,3,3,9). Find a subset of the vectors that
form a basis of W.

Here we use Algorithm 4.2, the casting-out algorithm. Form the matrix M whose columns (not rows)
are the given vectors, and reduce it to echelon form:

1 2 11 2 1 2 1 1 2 1 211 2
2 4 3 47 0 0 1 2 3 0 01 2 3
M=|-1 -2 2 5 3|~]0 0 3 6 5|~|0 0 0 0 —4
3 6 2 1 3 00 -1 -2 -3 000 0 O
4 8 6 8 9 00 2 4 1 000 0 O

The pivot positions are in columns C;, C;, Cs. Hence, the corresponding vectors u, u3, us form a basis of 1,
and dim W = 3.
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4.32.

Let 7 be the vector space of 2 x 2 matrices over K. Let I be the subspace of symmetric matrices.
Show that dim W = 3, by finding a basis of W.

Recall that a matrix 4 = [a;] is symmetric if AT = A4, or, equivalently, each a; = a;. Thus, 4 = {Z Z}

denotes an arbitrary 2 x 2 symmetric matrix. Setting (i) a=1, b=0,d=0; (ii)) a=0, b=1, d =0;
(i) a =0, b =0, d = 1, we obtain the respective matrices:

10 0 1 00
a-foo) mlol om0l

We claim that S = {E,|,E,, E;} is a basis of W; that is, (a) S spans /¥ and (b) S is linearly independent.

a b
b d

(b) Suppose xE| + yE, + zE; = 0, where x, y, z are unknown scalars. That is, suppose

1 0 0 1 0 0] _|0 0 x y|l _10 0
U A A R e R ]
Setting corresponding entries equal to each other yields x = 0, y = 0, z = 0. Thus, S is linearly independent.
Therefore, S is a basis of W, as claimed.

(a) The above matrix 4 = { } = aFE, + bE, 4+ dE;. Thus, S spans W.

Theorems on Linear Dependence, Basis, and Dimension

4.33.

4.34.

4.35.

Prove Lemma 4.10: Suppose two or more nonzero vectors vy, vy, ..., v,, are linearly dependent.
Then one of them is a linear combination of the preceding vectors.

Because the v, are linearly dependent, there exist scalars a;,...,a,, not all 0, such that
av; +---+a,v, = 0. Let k be the largest integer such that a; # 0. Then

ayvy + -+ apv + 0y + - +0v, =0 or a4+ +au, =0

Suppose k£ = 1; then a;v; =0, a; # 0, and so v; = 0. But the v; are nonzero vectors. Hence, £ > 1 and

_ 1 -1
Vp = =4y ayvy — - —dp g1V

That is, v, is a linear combination of the preceding vectors.

Suppose S = {v;, vy, ..., v,} spans a vector space V.

(@) IfweV, then {w,v,...,v,} is linearly dependent and spans V.

(b) If v, is a linear combination of v;,...,v;,_;, then S without v; spans V.

(a) The vector w is a linear combination of the v;, because {v;} spans V. Accordingly, {w, v;,...,v,} is
linearly dependent. Clearly, w with the v; span V; as the v; by themselves span V; that is, {w, v, ..., v,}
spans V.

(b) Suppose v; = kyv; + -+ +k;,_v,_;. Let u € V. Because {v;} spans ¥, u is a linear combination of the
v;’s, say u = a vy + - - + a,,v,,. Substituting for v;, we obtain
u=aw +-+a_v_+aikv, + -+ kv y) Fag v oo+ a,v,
= (ay +ak)vy + -+ (a1 + ki )vi g + a0+ +a,,

Thus, {v},...,_1, Vi 1,---, Uy} spans V. In other words, we can delete v; from the spanning set and still
retain a spanning set.

Prove Lemma 4.13: Suppose {v;, v,,...,v,} spans ¥, and suppose {w;,w,,...,w,,} is linearly
independent. Then m < n, and V' is spanned by a set of the form

{W17W27---7Wm7 Ui,vviza"'7vi }

n—m

Thus, any n 4+ 1 or more vectors in V' are linearly dependent.
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4.36.

4.37.

4.38.

It suffices to prove the lemma in the case that the v; are all not 0. (Prove!) Because {v;} spans ¥, we
have by Problem 4.34 that
{Wlavla"'avn (1)
is linearly dependent and also spans V. By Lemma 4.10, one of the vectors in (1) is a linear combination of
the preceding vectors. This vector cannot be wy, so it must be one of the v’s, say v;. Thus by Problem 4.34,
we can delete v; from the spanning set (1) and obtain the spanning set
{W1>v17~~-7vj—1: vj+17‘-'7vn} (2)

Now we repeat the argument with the vector w,. That is, because (2) spans V, the set

Wi wa, v Uy, Uiy U, ) (3)
is linearly dependent and also spans V. Again by Lemma 4.10, one of the vectors in (3) is a linear
combination of the preceding vectors. We emphasize that this vector cannot be w; or w,, because
{wy,...,w,} is independent; hence, it must be one of the v’s, say v;. Thus, by Problem 4.34, we can
delete v, from the spanning set (3) and obtain the spanning set

{W17W27 Upyenny vj—lv vj+17 vy Uty vk+17 LR Un}
We repeat the argument with ws, and so forth. At each step, we are able to add one of the w’s and delete

one of the v’s in the spanning set. If m < n, then we finally obtain a spanning set of the required form:

Wi s Wy Uy}

Finally, we show that m > n is not possible. Otherwise, after n of the above steps, we obtain the
spanning set {wy,...,w,}. This implies that w,, is a linear combination of w, ..., w,, which contradicts
the hypothesis that {w;} is linearly independent.

Prove Theorem 4.12: Every basis of a vector space V' has the same number of elements.

Suppose {u,u,,...,u,} is a basis of ¥, and suppose {v;, v,, ...} is another basis of V. Because {u;}
spans ¥, the basis {v;,v,,...} must contain n or less vectors, or else it is linearly dependent by
Problem 4.35—Lemma 4.13. On the other hand, if the basis {v;, v,,...} contains less than n elements,
then {u;,u,,...,u,} is linearly dependent by Problem 4.35. Thus, the basis {v,, v,, ...} contains exactly n
vectors, and so the theorem is true.

Prove Theorem 4.14: Let V' be a vector space of finite dimension n. Then

(i) Any n+ 1 or more vectors must be linearly dependent.
(ii) Any linearly independent set S = {u;,u,,...u,} with n elements is a basis of V.
(ili) Any spanning set 7 = {v, v,,...,v,} of V with n elements is a basis of V.

Suppose B = {w,w,,...,w,} is a basis of V.

(i) Because B spans V, any n 4+ 1 or more vectors are linearly dependent by Lemma 4.13.

(ii) By Lemma 4.13, elements from B can be adjoined to S to form a spanning set of V' with n elements.
Because S already has n elements, S itself is a spanning set of V. Thus, S is a basis of V.

(iii) Suppose T is linearly dependent. Then some v; is a linear combination of the preceding vectors. By
Problem 4.34, V' is spanned by the vectors in 7" without v; and there are n — 1 of them. By Lemma
4.13, the independent set B cannot have more than n — 1 elements. This contradicts the fact that B has
n elements. Thus, 7 is linearly independent, and hence T is a basis of V.

Prove Theorem 4.15: Suppose S spans a vector space V. Then

(i) Any maximum number of linearly independent vectors in S form a basis of V.
(i1) Suppose one deletes from S every vector that is a linear combination of preceding vectors in
S. Then the remaining vectors form a basis of V.

(i) Suppose {v;,...,v,} is a maximum linearly independent subset of S, and suppose w € S. Accord-
ingly, {v;,...,v,,w} is linearly dependent. No v; can be a linear combination of preceding vectors.
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Hence, w is a linear combination of the v;. Thus, w € span(v;), and hence S C span(v;). This leads to
V = span(S) C span(v,) C V
Thus, {v;} spans ¥, and, as it is linearly independent, it is a basis of V.

(i) The remaining vectors form a maximum linearly independent subset of S; hence, by (i), it is a basis
of V.

4.39. Prove Theorem 4.16: Let V' be a vector space of finite dimension and let S = {u;,u,,...,u,} bea
set of linearly independent vectors in V. Then S is part of a basis of V; that is, S may be extended
to a basis of V.

Suppose B = {w;,w,,...,w,} is a basis of V. Then B spans ¥, and hence V is spanned by
SUB = {u,uy,...,u
By Theorem 4.15, we can delete from S U B each vector that is a linear combination of preceding vectors to

obtain a basis B’ for V. Because S is linearly independent, no u; is a linear combination of preceding vectors.
Thus, B’ contains every vector in S, and S is part of the basis B’ for V.

WIaW27~-'7wn}

r

4.40. Prove Theorem 4.17: Let W be a subspace of an n-dimensional vector space V. Then dim W < n.
In particular, if dim W= n, then W= V.

Because V' is of dimension #, any n + 1 or more vectors are linearly dependent. Furthermore, because a
basis of W consists of linearly independent vectors, it cannot contain more than » elements. Accordingly,
dim W < n.

In particular, if {w;,...,w,} is a basis of I, then, because it is an independent set with » elements, it is
also a basis of V. Thus, W = V when dim W = n.

Rank of a Matrix, Row and Column Spaces

4.41. Find the rank and basis of the row space of each of the following matrices:
1 3 1 -2 =3

1 2 0 -1
(a)A:26—3—3,(b)Bzég_i:;:;1
310 6 -5

38 1 -7 -8

(a) Row reduce 4 to echelon form:

12 0 -1 12 0 —1]
A~10 2 =3 —1|~|0 2 -3 -1
0 4 -6 -2 00 0 0

The two nonzero rows (1,2,0,—1) and (0,2,—3,—1) of the echelon form of 4 form a basis for
rowsp(A). In particular, rank(4) = 2.

(b) Row reduce B to echelon form:

1 3 1 -2 -3 1 31 -2 =3
B~ 0 1 2 I -1} |0 1 2 1 -1
0 -3 -6 -3 3 000 0 O
0 -1 -2 -1 1 000 0 O

The two nonzero rows (1,3,1,—2,—3) and (0,1,2,1,—1) of the echelon form of B form a basis for
rowsp(B). In particular, rank(B) = 2.

4.42. Show that U = W, where U and W are the following subspaces of R*:
U = span(u;,u,,uy) = span(1,1,—-1), (2,3,-1), (3,1,-5)}
W = span(w,, w,, w;3) = span(1,—1,-3), (3,-2,-8), (2,1,-3)}
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4.43.

4.44.

Form the matrix 4 whose rows are the u;, and row reduce 4 to row canonical form:

1 1 -1 1 1 -1 1 0 =2
A=12 3 -1~ |0 1 I|~1]0 1 1
3 1 -5 0o -2 -2 00 0
Next form the matrix B whose rows are the Wy, and row reduce B to row canonical form:
1 -1 -3 1 -1 -3 1 0 =2
B={(3 -2 -8|~10 1 I{~]0 1 1
2 1 -3 0 3 3 00 0

Because 4 and B have the same row canonical form, the row spaces of 4 and B are equal, and so U = W.

121 2 3 1
2 43 7 7 4
Letd=11 5 5 5 5 %
36 6 15 14 15

(a) Find rank(M,), for k = 1,2,...,6, where M, is the submatrix of 4 consisting of the first &
columns C;,C,,...,C; of 4.

(b) Which columns C;, are linear combinations of preceding columns Cy,...,C.?
(¢) Find columns of A that form a basis for the column space of 4.

(d) Express column C, as a linear combination of the columns in part (c).
(a) Row reduce A4 to echelon form:

1 212 3 1 1 212 31
A 60131 2y 001312
001 3 2 5 00 0 01 3
0 0 3 9 5 12 0 000 0O

Observe that this simultaneously reduces all the matrices M|, to echelon form; for example, the first four
columns of the echelon form of A are an echelon form of M,. We know that rank(M,,) is equal to the
number of pivots or, equivalently, the number of nonzero rows in an echelon form of M. Thus,

rank(M;) = rank(M,) = 1, rank(M;) = rank(M,) = 2
rank(M5) = rank(M;) = 3
(b) The vector equation x;C; +x,C, + - -- +x,C;, = C,; yields the system with coefficient matrix M,
and augmented M;,;. Thus, C;,; is a linear combination of C;,...,C; if and only if

rank(M}) = rank(M, ) or, equivalently, if C,,, does not contain a pivot. Thus, each of C,, Cy, Cg
is a linear combination of preceding columns.

(c) In the echelon form of 4, the pivots are in the first, third, and fifth columns. Thus, columns C,, C;, Cs
of 4 form a basis for the columns space of 4. Alternatively, deleting columns C,, C,, Cyg from the
spanning set of columns (they are linear combinations of other columns), we obtain, again, C,, C;, Cs.

(d) The echelon matrix tells us that C, is a linear combination of columns C; and C;. The augmented
matrix M of the vector equation C; = xC; + yC, consists of the columns C;, C;, C4 of 4 which, when
reduced to echelon form, yields the matrix (omitting zero rows)

{1 1 2] N

01 3 y=3 or x=-1, y=3

Thus, C; = —C, +3C; = —C, + 3C; + 0Cs.

Suppose u = (a;,a,,...,a,) is a linear combination of the rows R|,R,,...,R,, of a matrix
B = [b;], say u = k\R| + kR, + - - + k,R,,. Prove that
al-:k1b1i+k2b2i+"'+kmbmi7 i=1,2,...,n

where by;, by, ..., b,,; are the entries in the ith column of B.
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4.45.

4.46.

We are given that u = ;R + kR, + - - - + k,,R,,,. Hence,

m-tm*

(a17a27"'7an) :kl(bllv"'vbln) +”'+km(bml7"'7bmn)
= (klbll + e +kmbml7"'7k1bln + e +kmbmn)

Setting corresponding components equal to each other, we obtain the desired result.

Prove Theorem 4.7: Suppose 4 = [a
respective pivot entries

;7] and B = [b;] are row equivalent echelon matrices with

aljl,a2j2,...,a;jr and blkl)bZkzw' . 7bSkS

(pictured in Fig. 4-5). Then 4 and B have the same number of nonzero rows—that is, » = s—and

their pivot entries are in the same positions; that is, j; = ky,j, = ky,...,j, = k,.
ay, * * x x k x by * * % % x x
a,; * * * x b * ok ok ok
. 2%, ’ b= 2k,
a; * x by * x
r s
Figure 4-5

Clearly A = 0 if and only if B = 0, and so we need only prove the theorem when » > 1 and s > 1. We
first show that j; = k. Suppose j; < k;. Then the j;th column of B is zero. Because the first row R* of 4 is in
the row space of B, we have R* = ¢|R| + ¢|R, + - - - + ¢, R,,, where the R; are the rows of B. Because the
Jjith column of B is zero, we have

aljl :C10+C20+"'+Cm0:0

But this contradicts the fact that the pivot entry ay; # 0. Hence, j; > k; and, similarly, k; > j;. Thus j; = k;.

Now let 4’ be the submatrix of 4 obtained by deleting the first row of 4, and let B’ be the submatrix of B
obtained by deleting the first row of B. We prove that 4’ and B’ have the same row space. The theorem will
then follow by induction, because 4’ and B’ are also echelon matrices.

Let R = (a;,a,...,a,) be any row of 4" and let Ry, ..., R,, be the rows of B. Because R is in the row
space of B, there exist scalars dy, ...,d,, such that R = d\R| + d,R, + --- + d,,R,,. Because 4 is in echelon
form and R is not the first row of 4, the j, th entry of R is zero: @; = 0 for i = j; = k;. Furthermore, because B is
in echelon form, all the entries in the kith column of B are 0 except the first: by, # 0, but
by, =0,..., b,y = 0. Thus,

0=aqa =dby +d,0+---+d,0=d by,

Now by, # 0 and so d; = 0. Thus, R is a linear combination of R, ..., R,, and so is in the row space of B'.
Because R was any row of 4’, the row space of 4’ is contained in the row space of B’. Similarly, the row
space of B’ is contained in the row space of A’. Thus, 4’ and B’ have the same row space, and so the theorem
is proved.

Prove Theorem 4.8: Suppose 4 and B are row canonical matrices. Then 4 and B have the same
row space if and only if they have the same nonzero rows.

Obviously, if 4 and B have the same nonzero rows, then they have the same row space. Thus we only
have to prove the converse.

Suppose A and B have the same row space, and suppose R # 0 is the ith row of A. Then there exist
scalars ¢y, ..., c, such that

R=c\Ri+ Ry + -+ R (1)

where the R; are the nonzero rows of B. The theorem is proved if we show that R = R;; that is, that ¢; = 1 but
¢, =0 for k # 1.
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4.47.

4.48,.

4.49,

Let a;;, be the pivot entry in R—that is, the first nonzero entry of R. By (1) and Problem 4.44,

ija
a; = ciby; +cyby + -+ by (2)

But, by Problem 4.45, b;; is a pivot entry of B, and, as B is row reduced, it is the only nonzero entry in the jth
column of B. Thus, from (2), we obtain a; = Cibij,' However, a; = 1 and b,-j, =1, because 4 and B are row
reduced; hence, ¢; = 1.

Now suppose k # i, and by, is the pivot entry in R;. By (1) and Problem 4.44,

ay, = by, + by + -+ ey, (3)
Because B is row reduced, by; is the only nonzero entry in the jth column of B. Hence, by (3), a;;,
Furthermore, by Problem 4.45, a, is a pivot entry of A, and because 4 is row reduced, a;, = 0. Thus,

ceby, =0, and as by; =1, ¢, = 0. Accordingly R = R;, and the theorem is proved.

= Ckbltjk'

Prove Corollary 4.9: Every matrix 4 is row equivalent to a unique matrix in row canonical
form.

Suppose 4 is row equivalent to matrices 4; and 4,, where 4, and 4, are in row canonical form. Then
rowsp(A4) = rowsp(4,) and rowsp(4) = rowsp(4,). Hence, rowsp(4;) = rowsp(4,). Because 4, and 4, are
in row canonical form, 4, = 4, by Theorem 4.8. Thus, the corollary is proved.

Suppose RB and AB are defined, where R is a row vector and 4 and B are matrices. Prove
(a) RB is a linear combination of the rows of B.

(b) The row space of 4B is contained in the row space of B.

(¢) The column space of AB is contained in the column space of A.

(d) IfCisacolumn vector and AC is defined, then AC is a linear combination of the columns
of 4.

(e) rank(4B) < rank(B) and rank(4B) < rank(4).

a) Suppose R = (a;,4a,,...,a,) and B=[b,]. Let B,,...,B,, denote the rows of B and B',...,B" its
() pp 1,42 m ij 1 m
columns. Then

RB = (RB',RB*,...,RB")
= (aiby +ayby + - +aub,, ..., aby +aby, + - +a,b,,)
=ay(by, b1y, b1,) Fay(byy, by byy) + o Ay (bt By - - D)
= alBl +a2B2 + - +amBm

Thus, RB is a linear combination of the rows of B, as claimed.

(b) The rows of AB are R;B, where R; is the ith row of A. Thus, by part (a), each row of 4B is in the row
space of B. Thus, rowsp(4B) C rowsp(B), as claimed.

(c) Using part (b), we have colsp(4B) = rowsp(AB)T = rowsp(BTAT) C rowsp(4T) = colsp(A).

(d) Follows from (c¢) where C replaces B.

(e) The row space of 4B is contained in the row space of B; hence, rank(4B) < rank(B). Furthermore, the
column space of 4B is contained in the column space of 4; hence, rank(4B) < rank(4).

Let 4 be an n-square matrix. Show that 4 is invertible if and only if rank(4) = n.

Note that the rows of the n-square identity matrix /, are linearly independent, because [, is in echelon
form; hence, rank(/,) = n. Now if 4 is invertible, then 4 is row equivalent to /,; hence, rank(4) = n. But if
A is not invertible, then A is row equivalent to a matrix with a zero row; hence, rank(4) < n; that is, 4 is
invertible if and only if rank(4) = n.
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Applications to Linear Equations

4.50. Find the dimension and a basis of the solution space W of each homogeneous system:

xX+2y+2z2—54+3t=0 X+2y+ z=-2t=0 x+ y+2z=0
X+2y4+3z+s5+ t=0 2x+4y+4z—-3t=0 2x+3y+3z=0
3x+6y+8+s+5=0 3x+6y+7z—4t=0 x+3y+52=0
(a) (b) (c)
(a) Reduce the system to echelon form:
xX+2y+2z— s+3t=0 x+2y+2z— s+3t=0
z4+2s—-2t=0 or z+2s—2t=0

22445 —4t=0

The system in echelon form has two (nonzero) equations in five unknowns. Hence, the system has
5 — 2 =3 free variables, which are y, s, ¢. Thus, dim /' = 3. We obtain a basis for -

(1) Sety=1,s=0,t=0 to obtain the solution v, =(-2,1,0,0,0).

(2) Sety=0,s=1,t=0 to obtain the solution vy = (5,0,-2,1,0).

(3) Sety=0,s=0,r=1 to obtain the solution vy = (=7,0,2,0,1).

The set {v;, v,, v3} is a basis of the solution space W.

(b) (Here we use the matrix format of our homogeneous system.) Reduce the coefficient matrix 4 to
echelon form:

1 21 =2 1 2 1 =2 1 2 1 =2
A=12 4 4 3| ~|0 0 2 I{~10 0 2 1
36 7 —4 0 0 4 2 0 0 O 0

This corresponds to the system
xX+2y+2z-2t=0
2z+ t=0
The free variables are y and ¢, and dim W = 2.
(i) Sety =1,z =0 to obtain the solution u; = (-2, 1,0,0).
(ii) Sety =0, z=2 to obtain the solution u, = (6,0, —1,2).
Then {u,,u,} is a basis of W.
(¢) Reduce the coefficient matrix 4 to echelon form:

11 2 1 1 2 1 1 2
A=12 3 3|~|0 1 —-1|~1]0 1 -1
1 35 0 2 3 0 0 5

This corresponds to a triangular system with no free variables. Thus, O is the only solution; that is,
W = {0}. Hence, dim W = 0.

4.51. Find a homogeneous system whose solution set W is spanned by
{u17u27u3}:{(17_27073)7 (17_17_174)7 (1707_275)}

Let v = (x,y,z,t). Then v € W if and only if v is a linear combination of the vectors u,, u,, u; that span
W. Thus, form the matrix M whose first columns are u,, u,, u; and whose last column is v, and then row
reduce M to echelon form. This yields

1 1 1 x 1 1 1 x 1 11 x
M= |2 ~ 0 y| |0 1 2 2x+y 01 2 2x +y

0 -1 -2 =z 0 -1 -2 z 00 0 2x+y+:z

3 5 ¢ 0 1 2 3x+t 00 0 —5Sx—y+t¢
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4.52.

Then v is a linear combination of u,, u,, u; if rank(M) = rank(A4), where 4 is the submatrix without column
v. Thus, set the last two entries in the fourth column on the right equal to zero to obtain the required
homogeneous system:

2x+y+z =0
Sx+y —t=0
Let x; ,x;,...,x; be the free variables of a homogeneous system of linear equations with n
unknowns. Let v; be the solution for which x, =1, and all other free variables equal 0. Show that
the solutions v, v,, ..., v, are linearly independent.
Let 4 be the matrix whose rows are the v;. We interchange column 1 and column #,, then column 2 and
column i,, ..., then column & and column i, and we obtain the £ x n matrix
1 0 0 0 0 cl‘kJrl Cin
B— [[’ C] _ 0 1 0 0 0 C2,k+l Cop
0 0 0 0 1 Ch k+1 Cln

The above matrix B is in echelon form, and so its rows are independent; hence, rank(B) = k. Because 4 and
B are column equivalent, they have the same rank—rank(4) = k. But 4 has k rows; hence, these rows (i.e.,
the v;) are linearly independent, as claimed.

Sums, Direct Sums, Intersections

4.53.

4.54,

Let U and W be subspaces of a vector space V. Show that

(@) U+ V is a subspace of V.

(b) U and W are contained in U + W.

(¢c) U+ W is the smallest subspace containing U and W; that is, U + W = span(U, ).
d wW+w=Ww

(a) Because U and W are subspaces, 0 € U and 0 € W. Hence, 0 = 0 + 0 belongs to U + W. Now suppose
v, € U+ W.Then v=u+w and v = v’ + ¢/, where u,u’ € U and w,w' € W. Then

av+bv = (au+bu') + (aw+bW') e U+ W

Thus, U + W is a subspace of V.

(b) Letu e U. Because W is a subspace, 0 € W. Hence, u = u + 0 belongs to U + W. Thus, U C U + W.
Similarly, W C U + W.

(c) Because U + W is a subspace of V' containing U and W, it must also contain the linear span of U and
W. That is, span(U, W) C U + W.
On the other hand, if v € U + W, then v = u +w = lu + 1w, where u € U and w € W. Thus, v is
a linear combination of elements in U U W, and so v € span(U, W). Hence, U + W C span(U, W).
The two inclusion relations give the desired result.

(d) Because W is a subspace of ¥, we have that W is closed under vector addition; hence, W + W C W. By
part (a), W C W + W. Hence, W + W = W.

Consider the following subspaces of R’:

U = span(u;, u,,u3) = span{(1,3,-2,2,3), (1,4,-3,4,2), (2,3,-1,-2,9)}
W = span(w;,w,,w;) = span{(1,3,0,2,1), (1,5,-6,6,3), (2,5,3,2,1)}

Find a basis and the dimension of (a) U + W, (b) U N W.
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4.55.

(a) U+ W is the space spanned by all six vectors. Hence, form the matrix whose rows are the given six
vectors, and then row reduce to echelon form:

13 -2 23 1 3 -2 2 3 13 -2 2 3
1 4 -3 4 2 0 1 -1 2 -1 01 -1 2 —1
23 -1 -2 9 0 -3 3 -6 3 00 1 0 —1
13 o0 217 7]lo o 2 o —=2|71oo0o 00 o0
15 6 6 3 0 2 —4 4 0 00 00 0
25 3 21 0 -1 7 -2 -5 00 00 0

The following three nonzero rows of the echelon matrix form a basis of U N W:
(1a3772:2a2ﬂ3)7 (0a177172:7])7 (0,0,1,0,*1)
Thus, dim(U + W) = 3.

(b) Letwv = (x,y,z,s,¢) denote an arbitrary element in R>. First find, say as in Problem 4.49, homogeneous
systems whose solution sets are U and W, respectively.
Let M be the matrix whose columns are the #; and v, and reduce M to echelon form:

1 1 2 x 11 2 x
34 3y 01 -3  —3x+y

M=|-2 -3 -1 z|~|0 0 0 —x+y+z
2 4 -2 s 0 0 0 4x—2y+s
32 9 ¢ 00 0 —6x+y+t¢

Set the last three entries in the last column equal to zero to obtain the following homogeneous system whose
solution set is U:

—x+y+z=0, 4x —2y+s5=0, —6x+y+t=0

Now let M’ be the matrix whose columns are the w; and v, and reduce M’ to echelon form:

1 1 2 x 11 2 X

3 5 5y 0 2 -1 —3x+y
M=]0 -6 3 z|~|0 0 0 —-9x+3y+z

2 6 2 s 00 0 4x—2y+s

1 31 ¢ 0 0 0 2x—y+t

Again set the last three entries in the last column equal to zero to obtain the following homogeneous system
whose solution set is W

-94+3+4+z=0, 4x —2y+s5s=0, 2x—y+t=0
Combine both of the above systems to obtain a homogeneous system, whose solution space is U N W, and

reduce the system to echelon form, yielding

—x+y+ z=0
2y+4z+ s=0
8z+55+2t=0
s—2t=0

There is one free variable, which is # hence, dim(U N W) = 1. Setting ¢t = 2, we obtain the solution
u=(1,4,-3,4,2), which forms our required basis of U N W.

Suppose U and W are distinct four-dimensional subspaces of a vector space ¥, where dim V' = 6.
Find the possible dimensions of U N W.

Because U and W are distinct, U + W properly contains U and W; consequently, dim(U + W) > 4.
But dim(U + W) cannot be greater than 6, as dim» = 6. Hence, we have two possibilities: (a)
dim(U + W) = 5 or (b) dim(U + W) = 6. By Theorem 4.20,
dim(UNW)=dimU +dim W — dim(U + W) = 8 — dim(U + W)
Thus (a) dim(U N W) =3 or (b) dim(U N W) = 2.
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4.56.

4.57.

4.58.

Let U and W be the following subspaces of R*:
U={(a,b,c):a=b=c} and W ={(0,b,¢)}
(Note that W is the yz-plane.) Show that R = U @ W.

First we show that U N W = {0}. Suppose v = (a,b,c) € UNW. Then a = b = ¢ and a = 0. Hence,
a=0,b=0,c=0. Thus, v=0=(0,0,0).
Next we show that R* = U + W, For, if v = (a,b,c) € R®, then
v=(a,a,a)+ (0, b—a, c—a) where (a,a,a) e U and (0, b—a, c—a)eW
Both conditions U N W = {0} and U + W = R? imply that R® = U @ W.

Suppose that U and I are subspaces of a vector space V" and that S = {u;} spans U and §’ = {w;}
spans W. Show that SUS’ spans U + W. (Accordingly, by induction, if S; spans W,, for
i=1,2,...,n,then S, U...US, spans W, +---+ W,.)

Let ve U+ W. Then v=u+w, where u € U and w € W. Because S spans U, u is a linear
combination of u;, and as " spans W, w is a linear combination of w;; say
u=ayu; +auy, +- o+ au; and v=>byw; +byw;, +---+bw

Js
where a;,b; € K. Then

v=u+w=au +au, ++au +bw +bow, + -+ bow;
Accordingly, SU S’ = {u;, w;} spans U + W.

Prove Theorem 4.20: Suppose U and V are finite-dimensional subspaces of a vector space V. Then
U + W has finite dimension and

dim(U + W) = dimU + dim W — dim(U N W)

Observe that UNW is a subspace of both U and W. Suppose dimU =m, dmW =n,
dim(U N W) =r. Suppose {v,,...,v,} is a basis of U N W. By Theorem 4.16, we can extend {v;} to a
basis of U and to a basis of W; say

R P TR VAU TR and {vp,e Wy, W, )

are bases of U and W, respectively. Let
B={v], .., Uyl Wi,y W, }

Note that B has exactly m + n — r elements. Thus, the theorem is proved if we can show that B is a basis
of U + W. Because {v;,u;} spans U and {v;, w;} spans ¥, the union B = {v;, u;, w, } spans U + W. Thus, it
suffices to show that B is independent.

Suppose
av +--+av. +bu +---+b,_u, +cyw+--+c,_w,_, =0 (1)
where a;, b;, ¢, are scalars. Let
v=ayv; + -+ av, + by + -+ by, iy, (2)
By (1), we also have
V= —CWp — = G Wy 3)

Because {v;,u;} C U, v € U by (2); and as {w; } C W, v € W by (3). Accordingly, v € U N W. Now {v;} is
a basis of U N I, and so there exist scalars d, . . . ,d, for which v = d, v, + - - - + d,v,. Thus, by (3), we have
d]U] + - +dr’l},+CIW1 + - +cn7rwn7r =0
But {v;, w,} is a basis of W, and so is independent. Hence, the above equation forces ¢; =0, ..., ¢
Substituting this into (1), we obtain
av +---+av.+bu +---+b,_u, .=0

=0.

n—r

But {v;,u;} is a basis of U, and so is independent. Hence, the above equation forces a; =
0,...,a,=0,by=0,...,b, ,.=0.

Because (1) implies that the a;, b;, ¢, are all 0, B = {v;,u;,w;} is independent, and the theorem is
proved.
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4.59. Prove Theorem 4.21: V' =U @ W if and only if i) V = U + W, (ii)) U N W = {0}.

4.60.

CHAPTER 4 Vector Spaces

Suppose V' = U & W. Then any v € V' can be uniquely written in the form v = u + w, where u € U and

w € W. Thus, in particular, V' = U + W. Now suppose v € U N W. Then

(1) v=v+0, where veU, 0 W, 2) v=0+v, where 0 € U, vE W.

Thus, v=0+0=0and UNW = {0}.

On the other hand, suppose V' = U + W and U N W = {0}. Let v € V. Because V' = U + W, there exist
u € U and w € W such that v = u +w. We need to show that such a sum is unique. Suppose also that

v=u'+w, where ' € U and w € W. Then
u+w=u +w, andso wu—u'=w—w
Butu—u € U and w —w € W; hence, by UN W = {0},
u—u' =0, wW—-—w=0, and so u=u, w=w

Thus, such a sum for v € V' is unique, and V' = U @ W.

Prove Theorem 4.22 (for two factors): Suppose V' = U @ W. Also, suppose S = {uj, ...

S" = {wy,...,w,} are linearly independent subsets of U and W, respectively. Then
(a) The union SU S’ is linearly independent in V.

(b) If S and S’ are bases of U and W, respectively, then S U S’ is a basis of V.
(¢) dimV =dimU + dim W.

(@) Suppose ayu; + -+ +a,u, +byw, +---+b,w, =0, where a;, b; are scalars. Then

(a1u1++amum)+(blwl++bnwn):0:0+0

, U, } and

where 0,a,u; + - +a,u, € U and 0,byw; + --- + b,w, € W. Because such a sum for 0 is unique,

this leads to
a1u1+...+amum:0 and b1W1+"’+bnwn:0

Because S| is linearly independent, each a; = 0, and because S, is linearly independent, each b; = 0.

Thus, § =S, U S, is linearly independent.

(b) By part(a), S =S, US, is linearly independent, and, by Problem 4.55, S = S, US, spans V = U + W.

Thus, S =S, US, is a basis of V.
(c) This follows directly from part (b).

Coordinates
4.61. Relative to the basis S = {u;,u,} = {(1,1), (2,3)} of R?, find the coordinate vector of v, where

(a) v=(4,-3), (b) v=(a,b).
In each case, set

v =uy 4y, =x(1,1) +(2,3) = (v + 27, x+3y)

and then solve for x and y.

(a) We have
T x+2y= 4
(47 3)—(x+2y,x+3y) or x+3y:_3
The solution is x = 18, y = —7. Hence, [v] = [18,—7].
(b) We have
. X+2y=a
(a,b) = (x+2y, x+3y) or Y43y —b

The solution is x = 3a — 2b, y = —a + b. Hence, [v] = [3a — 2b, a+b).
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4.62.

4.63.

4.64.

Find the coordinate vector of v = (a,b,¢) in R? relative to
(a) the usual basis £ = {(1,0,0), (0,1,0), (0,0,1)},
(b) the basis S = {u,uy,u3} = {(1,1,1), (1,1,0), (1,0,0)}.

(a) Relative to the usual basis E, the coordinates of [v],; are the same as v. That is, [v], = [a, b, c].

(b) Set v as a linear combination of u,, u,, u; using unknown scalars x, y, z. This yields

a 1 1 1 x+y+z=a
bl =x|1|+y|1|+2z]|0 or x+y =b
c 1 0 0 X =c

Solving the system yields x = ¢,y =b—c, z=a —b. Thus, [v]g =[c, b—c¢, a—Db].

Consider the vector space P;(#) of polynomials of degree <3.
(a) Show that S = {(r—1)’, (r—1)*, 1—1, 1} is a basis of P;(1).
(b) Find the coordinate vector [v] of v = 3> — 4¢> + 2t — 5 relative to S.

(a) The degree of (t — l)k is k; writing the polynomials of S in reverse order, we see that no polynomial is
a linear combination of preceding polynomials. Thus, the polynomials are linearly independent, and,
because dim P;(#) = 4, they form a basis of P(¢).

(b) Set v as a linear combination of the basis vectors using unknown scalars x, y, z, s. We have
V=3 +42 +21—5=x(t— 1) +y(t — 1)> +z(t — 1) +5(1)

=x( =32 +3t— 1) 4y =2t + 1) +2(t — 1) +s(1)
=xt =3 +3xt —x 4y -2t +y 4zt —z+s
=x + (3x+ )P +Bx =2 +2)t+ (—x+y—z+5)

Then set coefficients of the same powers of ¢ equal to each other to obtain

x =3, —3x+y=4, 3x—2y4+z=2, —x+y—z+s=-5
Solving the system yields x = 3, y = 13, z =19, s = 4. Thus, [v] = [3,13,19,4].

2
4

(a) thebasisSz{[} }],[} _(1)]’[(1) _(1)}’{(1) 8}}’
(b) theusualbasisEz{{é 8],{8 (1)]7{(1) 8]7[8 (1)]}

(a) Set 4 as a linear combination of the basis vectors using unknown scalars x, y, z, ¢ as follows:
12 3] (11 1 -1 1 -1 1 0| |x4+z+t x—y—z
A_L 4]_)‘{1 1}”[1 0}“[0 0}“[0 0}_{ x4y x

Set corresponding entries equal to each other to obtain the system

. . 3. .
Find the coordinate vector of 4 = { _ 7] in the real vector space M = M, , relative to

X+z+1t=2, xX—y—z=3, x+y=4, x=-7

Solving the system yields x = =7,y = 11,z = =21, ¢ = 30. Thus, [4]g = [-7, 11, —21, 30]. (Note that
the coordinate vector of 4 is a vector in R*, because dimM = 4.)

(b) Expressing A as a linear combination of the basis matrices yields

2 3 _ |10 0 1 0 0 0 0| |x vy

[4 —7}_’“[0 o}”[o 0]“[1 0}“[0 1]_[2 t}
Thus, x =2,y =3,z=4,t = —7. Hence, [4] = [2,3,4, —7], whose components are the elements of 4
written row by row.
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Remark: This result is true in general; that is, if 4 is any m X n matrix in M = M, ,, then the

mn>

coordinates of A relative to the usual basis of M are the elements of 4 written row by row.

4.65. In the space M = M, 3, determine whether or not the following matrices are linearly dependent:
1 2 3 2 4 7 1 2 5
A_L 0 5]’ B_[IO 1 13]’ C_[8 2 11]

If the matrices are linearly dependent, find the dimension and a basis of the subspace W of M
spanned by the matrices.

The coordinate vectors of the above matrices relative to the usual basis of M are as follows:

[4] =[1,2,3,4,0,5], [B] = [2,4,7,10,1,13], [C]=11,2,5,8,2,11]
Form the matrix M whose rows are the above coordinate vectors, and reduce M to echelon form:
1 23 4 0 5 1 2 3 40 5
M=1|2 4 7 10 1 13| ~]0 0 1 2 1 3
1 2 5 8 2 11 00 00 0O

Because the echelon matrix has only two nonzero rows, the coordinate vectors [4], [B], [C] span a space of
dimension two, and so they are linearly dependent. Thus, 4, B, C are linearly dependent. Furthermore,
dim W = 2, and the matrices

W_123 and W_001
=14 0 5 2712 1 3

corresponding to the nonzero rows of the echelon matrix form a basis of W.

Miscellaneous Problems

4.66. Consider a finite sequence of vectors S = {v;, v,,...,v,}. Let T be the sequence of vectors
obtained from S by one of the following ‘‘elementary operations’’: (i) interchange two vectors,
(i1) multiply a vector by a nonzero scalar, (iii) add a multiple of one vector to another. Show that .S
and 7 span the same space W. Also show that 7 is independent if and only if S is independent.

Observe that, for each operation, the vectors in 7 are linear combinations of vectors in S. On the other
hand, each operation has an inverse of the same type (Prove!); hence, the vectors in S are linear combinations
of vectors in 7. Thus S and T span the same space W. Also, T is independent if and only if dim /¥ = n, and this
is true if and only if S is also independent.

4.67. Let A = [a;] and B = [b;] be row equivalent m x n matrices over a field K, and let v, ..., v, be
any vectors in a vector space V over K. Let
Uy =anv +apv + -+ anv, wy = byvy +bypvy + -+ by,
Uy = ay Vg + [25%X%) + - +azn'0n Wy = b21111 + bzzvz + -+ bZl’lvn
Uy = Ay V) + AppVy + -+ + Ay, U, Wiy = bmllul + bm2/U2 +eeet bmnvn

Show that {u,;} and {w;} span the same space.

Applying an ‘‘elementary operation’” of Problem 4.66 to {u;} is equivalent to applying an elementary
row operation to the matrix 4. Because 4 and B are row equivalent, B can be obtained from A4 by a sequence
of elementary row operations; hence, {w;} can be obtained from {u;} by the corresponding sequence of
operations. Accordingly, {u,;} and {w;} span the same space.

4.68. Let vy, ..., v, belong to a vector space V over K, and let P = [a;] be an n-square matrix over K. Let
Wy =dap v+ apvyt et ag,vy, ey Wy = V) + A0y + -+ a0y,

(a) Suppose P is invertible. Show that {w,;} and {v;} span the same space; hence, {w;} is
independent if and only if {v,} is independent.

(b) Suppose P is not invertible. Show that {w;} is dependent.
(c) Suppose {w;} is independent. Show that P is invertible.
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4.69.

4.70.

(a) Because P is invertible, it is row equivalent to the identity matrix /. Hence, by Problem 4.67, {w,} and
{v;} span the same space. Thus, one is independent if and only if the other is.

(b) Because P is not invertible, it is row equivalent to a matrix with a zero row. This means that {w;} spans
a space that has a spanning set of less than » elements. Thus, {w;} is dependent.

(c) This is the contrapositive of the statement of (b), and so it follows from (b).

Suppose that 4,,4,, ... are linearly independent sets of vectors, and that 4, C 4, C .... Show
that the union 4 = 4, U4, U... is also linearly independent.

Suppose 4 is linearly dependent. Then there exist vectors vy, ..., v, € 4 and scalars ay, ... ,a, € K, not
all of them 0, such that

ayvy +ayv, + - +a,v, =0 (1)
Because 4 = U4, and the v; € 4, there exist sets 4, ,...,4, such that
v € 4;, vy €4, cee v, €4;

Let £ be the maximum index of the sets Al-j : k = max(iy,...,i,). It follows then, as 4; C 4, C ..., that
each 4; is contained in 4,. Hence, v, v,,...,v, € 4;, and so, by (1), 4, is linearly dependent, which

contradicts our hypothesis. Thus, 4 is linearly independent.

Let K be a subfield of a field L, and let L be a subfield of a field E. (Thus, K CL CE,and K is a
subfield of E.) Suppose E is of dimension z over L, and L is of dimension m over K. Show that £ is
of dimension mn over K.

Suppose {v;,...,v,} is a basis of E over L and {ay,...,a,} is a basis of L over K. We claim that

{ajv;:i=1,...,m,j=1,...,n} is a basis of £ over K. Note that {;v;} contains mn elements.

Let w be any arbitrary element in E. Because {v|, ..., v,} spans E over L, w is a linear combination of
the v; with coefficients in L:

w=bv +byv,+---+b,v,, b eL (1)
Because {a,,...,a,} spans L over K, each b; € L is a linear combination of the a; with coefficients in K:

by =knay +kpay + -+ kyua,
by =kyay + kypay + -+ + kopa,

where k; € K. Substituting in (1), we obtain
w= (kllal +ot+ klmam)vl + (kZIal +ot kZmam)UZ +ot (knlal +ot knmam)vn
= kllalvl +ot klmamvl + kZlaIUZ +ot kZmamUZ +ot knlalvn +ot+ knmamvn
= Z kji(“i“j)
i
where k; € K. Thus, w is a linear combination of the a;v; with coefficients in K; hence, {@;v;} spans E over
K.
The proof is complete if we show that {a;v;} is linearly independent over K. Suppose, for scalars

x; € K, we have ), x;(a;v;) = 0; that is,

(¥11@1 01 +X12820) + -+ X1,,@, V1) F -+ (6,101, F X000, + 0 F Xy Uy) = 0

or
(xllal +Xppay + -0 +x1mam)yl +ot (xnlal + Xppay + +xnmam)vn =0

Because {v,,...,v,} is linearly independent over L and the above coefficients of the v; belong to L, each
coefficient must be 0:

x1ay +Xpay + -+ X0, =0, cee X1y + X008 + 0+ Xy, = 0
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But {ay,...,a,} is linearly independent over K; hence, because the x; € K,

x11:07 x12:07 EERX xlm:07 EEEX xn1207 xn2207 sy Xpm =

Accordingly, {a;v;} is linearly independent over K, and the theorem is proved.

SUPPLEMENTARY PROBLEMS

Vector Spaces
4.71. Suppose u and v belong to a vector space V. Simplify each of the following expressions:
(@) E, =4(5u—6v) +23u+v), (c) E;=63u+2v)+5u—"Tv,
(b) E, =52u—3v)+4(7Tv+38), (d) E;=30u+2/v).
4.72. Let V' be the set of ordered pairs (a, b) of real numbers with addition in ¥ and scalar multiplication on V’

defined by
(a,b) + (¢,d)=(a+c, b+d) and  k(a,b) = (ka,0)

Show that V' satisfies all the axioms of a vector space except [My]—that is, except 1# = u. Hence, [My4] is
not a consequence of the other axioms.

4.73. Show that Axiom [A4] of a vector space V (that u + v = v + u) can be derived from the other axioms for V.

4.74. Let V be the set of ordered pairs (a, b) of real numbers. Show that V' is not a vector space over R with
addition and scalar multiplication defined by

(i) (a,b)+ (c d)=(a+d, b+c) and k(a,b) = (ka, kb),
(ii) (a,b)+ (c,d)=(a+¢c, b+d) and k(a,b) = (a,b),
(iii) (a,b)+ (¢,d) = (0,0) and k(a,b) = (ka, kb),

(iv) (a,b)+ (c,d) = (ac,bd) and k(a,b) = (ka, kb).

4.75. Let V' be the set of infinite sequences (a;,a,,...) in a field K. Show that V' is a vector space over K with
addition and scalar multiplication defined by

(aj,ay,...) + (by;by,...) = (ay + by, ay+by, ...) and k(ay,a,,...) = (kay, ka,...)
4.76. Let U and W be vector spaces over a field K. Let V' be the set of ordered pairs (u, w) where u € U and
w € W. Show that V' is a vector space over K with addition in 7 and scalar multiplication on V" defined by
(u,w) + W', W) = (u+u, w+w) and  k(u,w) = (ku, kw)
(This space V is called the external direct product of U and W.)

Subspaces

4.77. Determine whether or not ¥ is a subspace of R® where W consists of all vectors (a, b, ¢) in R® such that
@a=3bh, B)a<b<c, (c)ab=0, (da+b+c=0, (e)b=d*> (f)a=2b=3c.

4.78. Let V be the vector space of n-square matrices over a field K. Show that W is a subspace of V' if W consists
of all matrices 4 = [a;] that are
(a) symmetric (47 = A4 or a; = a;), (b) (upper) triangular, (c) diagonal, (d) scalar.

4.79. Let AX = B be a nonhomogeneous system of linear equations in » unknowns; that is, B # 0. Show that the
solution set is not a subspace of K”.

4.80. Suppose U and W are subspaces of V' for which U U W is a subspace. Show that U C W or W C U.
4.81. Let V be the vector space of all functions from the real field R into R. Show that ¥ is a subspace of V'

where W consists of all: (a) bounded functions, (b) even functions. [Recall that /:R — R is bounded if
IM € R such that Vx € R, we have | f(x)| < M; and f(x) is even if f(—x) = f(x),Vx € R.]
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4.82,

Linear
4.83.

4.84.

4.85.

4.86.

4.87.

4.88.

Linear
4.89.

4.90.

4.91.

4.92.

4.93.

4.94.

4.95.

4.96.

Let V' be the vector space (Problem 4.75) of infinite sequences (a;,a,,...) in a field K. Show that /¥ is a
subspace of V' if W consists of all sequences with (a) 0 as the first element, (b) only a finite number of
nonzero elements.

Combinations, Linear Spans
Consider the vectors u = (1,2,3) and v = (2,3, 1) in R®.

(a) Write w = (1,3,8) as a linear combination of u and wv.

(b) Write w = (2,4,5) as a linear combination of u and wv.

(c) Find £ so that w = (1,k,4) is a linear combination of u and v.

(d) Find conditions on a, b, ¢ so that w = (a, b, c) is a linear combination of u and v.

Write the polynomial f(f) = at> + bt 4 c as a linear combination of the polynomials p, = (¢t — 1)2,
p, =t—1, p3 = 1. [Thus, p,, p,, p3 span the space P,(¢) of polynomials of degree < 2.]

Find one vector in R® that spans the intersection of U and W where U is the xy-plane—that is,
U = {(a,b,0)}—and W is the space spanned by the vectors (1, 1, 1) and (1,2, 3).

Prove that span(S) is the intersection of all subspaces of V' containing S.

Show that span(S) = span(S U {0}). That is, by joining or deleting the zero vector from a set, we do not
change the space spanned by the set.

Show that (a) If S C T, then span(S) C span(7). (b) span[span(S)] = span(S).

Dependence and Linear Independence
Determine whether the following vectors in R* are linearly dependent or independent:

(@ (1,2,-3,1),(3,7,1,-2), (1,3,7,—4); b (1,3,1,-2), (2,5,-1,3), (1,3,7,-2).

Determine whether the following polynomials u, v, w in P(¢) are linearly dependent or independent:

@ u=°7—4°2+3t+3, v=4+24+4—-1, w=28 -2 -3t+5;
b) u=1£—5%-2t+3, v=0>—42-3t4+4, w=28 - 172 =7t +9.

Show that the following functions f, g, 4 are linearly independent:
(a) f(t) = 619 g(t) = Sinta h(t) = t2; (b) f(t) = 619 g(t) = 62[9 h(t) =t
Show that u = (a,b) and v = (c,d) in K? are linearly dependent if and only if ad — bc = 0.

Suppose u, v, w are linearly independent vectors. Prove that S is linearly independent where

@ S={ut+v—2w, u—v—w, u+w}; b) S={u+v—3w, u+3v—w, v+w}
Suppose {u;,...,u,,wy,...,w} is a linearly independent subset of V. Show that
span(u;) N span(w;) = {0}

Suppose v, vy, ..., v, are linearly independent. Prove that S is linearly independent where

(@ S={av,a0,,...,a,v,} and each g; # 0.
®) S={v,...,%_1,W, U4, v,} and w= > bv; and b; # 0.

Suppose (ajy,...,a1,), (@a1s---3a2,)s oy (Apiy...,ay,) are linearly independent vectors in K", and
suppose vy, vy, .. ., v, are linearly independent vectors in a vector space V" over K. Show that the following
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vectors are also linearly independent:

Wy = an vy + -+ agv,, Wy = Ay Uy + - ay, Uy, R Wy = Gy V1 + -+ Ay, Yy,

Basis and Dimension
4.97. Find a subset of u,, u,, us, u, that gives a basis for W = span(x;) of R®, where
(a) u1:(171717273)3 u2:(17277157271)> u3:(375771a72a5)a U4:(1,2,1,*174)
(b) u1:(177271a3a71)> u2:(72a477277672)7 u3:(1773a1a2a1)s u4:(3a777378771)
(¢) u;=(1,0,1,0,1), u,=1(1,1,2,1,0), wuy=(2,1,3,1,1), u,=(1,2,1,1,1)
@ u,=(1,0,1,1,1), u,=(2,1,2,0,1), wuy=(1,1,2,3,4), u, =(4,2,5,4,6)

4.98. Consider the subspaces U = {(a,b,c,d) : b —2c+d =0} and W = {(a,b,c,d) : a =d,b = 2c} of R*.
Find a basis and the dimension of (a) U, (b) W, (c) U N W.

4.99. Find a basis and the dimension of the solution space W of each of the following homogeneous systems:

(a) x+2y—2z42s— t=0 (b) x+2y— z+3s—4t=0
X+2y— z+3s—-2t=0 2x+4y—2z— s+5t=0
2x+4y—T7z+ s+ t=0 2x+4y —2z4+4s—2t=0

4.100. Find a homogeneous system whose solution space is spanned by the following sets of three vectors:
(a) (1a 72, Oa 3: 71)7 (27 73727 57 73)1 (1a 727 1727 72)a
() (1,1,2,1,1), (1,2,1,4,3), (3,5,4,9,7).

4.101. Determine whether each of the following is a basis of the vector space P,(¢):
@ {1, 1+4+¢ 1+t+2, 1+t+24+8, .., 1+t+2+--+07 141
by {1+¢ t+22, 2475, ..., 24+ )

4.102. Find a basis and the dimension of the subspace W of P(¢) spanned by

@ u=>P+22-2t+1, v=>L+32>-3t+4, w=20+-7t—1,
b)) u=P+2-3t+2, v=20+4+t—4, w=485+3>-5t4+2.

4.103. Find a basis and the dimension of the subspace W of V' = M, , spanned by
1 -5 1 1 2 -4 1 -7
[ e[y e[2 Y o2

Rank of a Matrix, Row and Column Spaces

4.104. Find the rank of each of the following matrices:

1 3 -2 5 4 1 2 -3 =2 1 1 2
1 4 1 3 5 1 3 =2 0 4 55
@ 1y 4 4 3 ® 38 7 o © |5 g
2 7 =3 6 13 21 -9 -10 -1 -2 2
4.105. For £k = 1,2,...,5, find the number n; of linearly independent subsets consisting of k columns for each of
the following matrices:
1 10 2 3 1 210 2
(@ A=1[1 2 0 2 5[, (@® B=|1 23 0 4
1 3027 1 1 50 6
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1 21 31 6 1 221 2 1
2 43 8 3 15 2 45 45 5
4206 Let@A= 1 5 5 5 3 1[0 ®B=11 5 34 4 ¢
4 8 6 16 7 32 36 77 9 10
For each matrix (where Cj,. .., C4 denote its columns):

(i) Find its row canonical form M.
(il) Find the columns that are linear combinations of preceding columns.
(iii)) Find columns (excluding Cy) that form a basis for the column space.

(iv) Express Cq as a linear combination of the basis vectors obtained in (iii).

4.107. Determine which of the following matrices have the same row space:

1 -1 3
1 -2 -1 1 -1 2

A:[ } B:[ } c=|2 -1 10
3 -4 5 2 3 -1 T s

4.108. Determine which of the following subspaces of R® are identical:
U, =span[(1,1,-1), (2,3,-1), (3,1,-5)], U, = span[(1,—1,-3), (3,-2,-8), (2,1,-3)]
Us = span[(1,1,1), (1,-1,3), (3,—1,7)]

4.109. Determine which of the following subspaces of R* are identical:
U, = span[(1,2,1,4), (2,4,1,5), (3,6,2,9)], U, = span[(1,2,1,2), (2,4,1,3)],
U3:Span[(1a273a10)’ (27473711)]

4.110. Find a basis for (i) the row space and (ii) the column space of each matrix M:

0 0 3 1 4 121 01
1 31 2 1 122 13
@ M=\ o 4 520 ®@M=13 05 55
4 12 8 8 7 241 -1 0

4.111. Show that if any row is deleted from a matrix in echelon (respectively, row canonical) form, then the
resulting matrix is still in echelon (respectively, row canonical) form.

4.112. Let A and B be arbitrary m x n matrices. Show that rank(4 + B) < rank(4) + rank(B).
4.113. Let r = rank(4 + B). Find 2 x 2 matrices 4 and B such that

(a) r < rank(4), rank(B); (b) r = rank(4) = rank(B); (c) r > rank(4), rank(B).
Sums, Direct Sums, Intersections
4.114. Suppose U and W are two-dimensional subspaces of K3. Show that U N W # {0}.

4.115. Suppose U and W are subspaces of V' such that dim U = 4, dim W = 5, and dim V' = 7. Find the possible
dimensions of U N W.

4.116. Let U and W be subspaces of R® for which dim U = 1, dim W = 2, and U ¢ W. Show that R* = U @ W.

4.117. Consider the following subspaces of R>:
U =span[(l,—-1,—-1,-2,0), (1,-2,-2,0,-3), (1,—1,-2,-2,1)]
W =span[(1,—2,-3,0,-2), (1,—1,-3,2,—4), (1, —1 -2,2,-5)]
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4.118.

4.119.

4.120.

4.121.

4.122,

4.123.

4.124.

4.125,

4.126.

(a) Find two homogeneous systems whose solution spaces are U and W, respectively.
(b) Find a basis and the dimension of U N W.

Let U,, U,, Uy be the following subspaces of R?:
Ulz{(avbac):a:c}a Uzz{(a,b,c):aerJrc:O}, U3:{(0,07C)}
Show that (a) R* = U, + U,, (b) R* = U, + U, (c) R® = U, + U;. When is the sum direct?

Suppose U, W,, W, are subspaces of a vector space V. Show that
Unw)+Unw,) CUN (W, + W)

Find subspaces of R? for which equality does not hold.

Suppose W, W,, ..., W, are subspaces of a vector space V. Show that
(@) span(W,, W,,.... W)=W,+W,+---+W,.
(b) IfS;spans W;fori=1,...,r,then S;US, U---US, spans W, + W, +---+ W,.
Suppose V' = U & W. Show that dim V' = dim U + dim W.
Let S and T be arbitrary nonempty subsets (not necessarily subspaces) of a vector space V" and let £ be a
scalar. The sum S + T and the scalar product &S are defined by
S+T=wu+v:ues, veTl}, kS = {ku :u e S}

[We also write w + S for {w} + S.] Let

S ={(1,2), (2,3)}, T ={(1,4), (1,5), (2,5}, w=(1,1), k=3
Find: () S+ T, (b) w+S, (¢) kS, (d) kT, (e) kS + kT, (f) k(S+T).

Show that the above operations of S+ 7 and kS satisty

(a) Commutative law: S+ 7 =T+ S.

(b) Associative law: (S; +S,) +S8; =8, + (S, + 53).
(c) Distributive law: k(S + T) = kS + T

d S+{0}={0}+S=SandS+V=V+S=T.

Let V be the vector space of n-square matrices. Let U be the subspace of upper triangular matrices, and let
W be the subspace of lower triangular matrices. Find (a) U N W, (b) U + W.

Let V be the external direct sum of vector spaces U and W over a field K. (See Problem 4.76.) Let
U={(u0):ucU} and W ={0,w):weW}
Show that (a) U and W are subspaces of ¥, (b) V' = Ue W

Suppose V = U + W. Let V be the external direct sum of U and W, Show that V is isomorphic to ¥ under
the correspondence v = u +w « (u,w).

4.127. Use induction to prove (a) Theorem 4.22, (b) Theorem 4.23.
Coordinates
4.128. The vectors u; = (1,—2) and u, = (4, —7) form a basis S of R?. Find the coordinate vector [v] of v relative

4.129.

to S where (a) v = %5,3), (b) v=(a,b).

The vectors u; = (1,2,0), u, = (1,3,2), u3 = (0, 1,3) form a basis S of R*. Find the coordinate vector [v]
of v relative to S where (a) v = (2,7, —4), (b) v = (a,b,¢).
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4.130.

4.131.

4.132.

—

S={f+, £+t t+1, 1}isa basis of Py(¢). Find the coordinate vector [v] of v relative to S
where (a) v =28+ —4t+2, (b) v=at® +bt* +ct+d.

Let ' =M, ,. Find the coordinate vector [A] of 4 relative to S where
1 1 1 -1 1 1 1 0 3 a b
=il ) fool ool me @ a= 5 5] e[

Find the dimension and a basis of the subspace W of P;(¢) spanned by

u=~1 422 -3t+4, v=28 45 —4r+7, w==> +42 +1+2

4.133. Find the dimension and a basis of the subspace W of M = M, 5 spanned by
1 21 2 4 3 1 2 3
A*[s 1 2} B*L 5 6]’ C*{s 7 6}

Miscellaneous Problems
4.134. Answer true or false. If false, prove it with a counterexample.

(a) Ifuy, u,, uy span ¥, then dim V" = 3.

(b) If A4 is a 4 x 8 matrix, then any six columns are linearly dependent.

(¢) Ifuy, u,, us are linearly independent, then u,, u,, u3, w are linearly dependent.
(d) Ifuy, u,, us, u, are linearly independent, then dim V" > 4.

(e) Ifuy, uy, uy span ¥, then w, uy, u,, uy span V.

)

If uy, u,, us, u, are linearly independent, then u,, u,, u; are linearly independent.

4.135. Answer true or false. If false, prove it with a counterexample.

(a)

If any column is deleted from a matrix in echelon form, then the resulting matrix is still in echelon
form.

(b) If any column is deleted from a matrix in row canonical form, then the resulting matrix is still in row
canonical form.

(c) Ifany column without a pivot is deleted from a matrix in row canonical form, then the resulting matrix
is in row canonical form.

4.136. Determine the dimension of the vector space W of the following n-square matrices:

(a)

(d) diagonal matrices,

symmetric matrices, (b) antisymmetric matrices,

(©)

scalar matrices.

4.137. Lett,,t,,...,t, be symbols, and let K be any field. Let V' be the following set of expressions where a; € K:
aty +at, +---+a,t,
Define addition in ¥ and scalar multiplication on ¥ by
(arty + -+ aut,) + (bity + -+ byt,) = (@) +by)ty + -+ + (@b,
k(ajt; + ayty + - - + a,t,) = kat; + kayty + -+ - + kay,t,

Show that ¥ is a vector space over K with the above operations. Also, show that {¢,,...,¢,} is a basis of ,

where

=04+ +04_ + 14+ 06, + -+ 01,
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[Some answers, such as bases, need not be unique.]

4.71. (a) E; =26u—22v; (b) The sum 7v + 8 is not defined, so £, is not defined;
() E3 =23u+Sv; (d) Division by v is not defined, so E, is not defined.

4.77. (a) Yes; (b) No; e.g, (1,2,3) € W but —2(1,2,3) ¢ W,

(¢) No;e.g., (1,0,0),(0,1,0) € W, but not their sum; (d) Yes;

(e) No;e.g., (1,1,1) € W, but 2(1,1,1) & W, (f) Yes
4.79. The zero vector 0 is not a solution.
4.83. () w=23u —u, (b) Impossible, () k= % (d 7a—5b+c=0
4.84. Usingf =xp, +yp, +zps, wegetx=a,y=2a+b,z=a+b+c
485. v=(2,1,0)
4.89. (a) Dependent, (b) Independent
4.90. (a) Independent, (b) Dependent
4.97. () up,up,uy; (b)) upup,uzs (O wp Uy, uyy (d)wgs
498. (a) dimU =3, (b) dimW =2, () dm(Unw)=1

4.99. (a) Basis: {(

2 1,0), (3,0,1,0,1)}; dim W = 3;
(b) Basis: {(2

0,0)}; dim W =2

4.100. (a) 5x+y—z—s=0, x+y—z—1t=0;
b) 3x—y—z=0, 2x—-3y+s=0, x—2y+t=0

4.101. (a) Yes, (b) No, because dimP,(z) = n + 1, but the set contains only n elements.
4.102. (a) dimW =2, (b) dmWw =3

4.103. dimW =2

4.104. (a) 3, by 2, (c) 3

4.105. (a) ny,=4, n, =5 n3=nys=ns=0; ®) n =4 n=6, nmy=3, ny=ns=0

4.106. (a) (i) M=[1,2,0,1,0,3; 0,0,1,2,0,1; 0,0,0,0,1,2; 0]
(i) C,, C, Co; (i) C), Gy, Cs; (i) Cg=3C, +Cs+2Cs.
(b) () M=11,2,0,0,3,1; 0,0,1,0,—1,—1; 0,0,0,1,1,2; 0];
(i) G, Cs, Cg; (i) Gy, G, Gy (iv) CGg=C —C3+2C,

4.107. A4 and C are row equivalent to [1 07

0 1 4},butnotB

4.108. U, and U, are row equivalent to (1) _2} but not U,

0
1
2 0 1

00 1 ]butnotU2

), (0,0,1,—1,—1), (0,0,0,4,7); (ii)) C;, C;, Cy;

4.109. U, and U; are row equivalent to {1
1 1
, 1), (0,0,1,1,2); (i) Cy, Cy

4.110. (@) () (1,3,1,2,
b O (1,2,1,0
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4.113. (a) Az{(l) H,Bz[_ol _H; (b) A:{(l) 8}732[8 3];

10 00
© A:{o 0}’32[0 1]

4.115. dm(UNW)=2,3,0r4
N x+4y—z—t=0 .. 4x+2y—s5s=0
4.117. (@ () dx+2y+5=0 () o f oyt ztr=0°
(b) Basis: {(1,-2,-5,0,0), (0,0,1,0,—1)}; dim(UNW) =2
4.118. The sum is direct in (b) and (c).
4.119. In R? let U, V, W be, respectively, the line y = x, the x-axis, the y-axis.
4.122. (a) {(2,6), (2,7), (3,7), (3,8), (48} () {(23), (3.4}
© {B3.6), (6,9} (d {(3,12), (3,15), (6,15)};
(cand ) {(6,18), (6,21), (9,21), (9,24), (12,24)}
4.124. (a) Diagonal matrices, b ¥V
4.128. (a) [—41,11], (b) [-T7a—4b, 2a+Db]
4.129. (a) [—11,13,-10], ®) [c—3b+Ta, —c+3b—6a, c—2b+4d]
4.130. (a) [2,—1,-2,2], ®b) [a, b—c, c—b+a, d—c+b—ad]
4.131. (a) [7,—1,—13,10], (b) [d, ¢—d, b4+c—2d, a—b—2c+2d]
4.132. dim W =2; basis: {£# +22 —3t+4, ?+2t—1}
4.133. dim W = 2; basis: {[1,2,1,3,1,2], [0,0,1,1,3,2]}
4.134. (a) False; (1,1), (1,2), (2,1) span R?; (b) True;
(c) False; (1,0,0,0), (0,1,0,0), (0,0,1,0), w = (0,0,0,1);
(d) True; (e) True; (f) True
4.135. (a) True; (b) False; e.g. delete C, from {(1) (1) ;], (¢) True
4.136. (a) in(n+1), (b) in(n—1), (¢) n, (d) 1

— @



Linear Mappings

5.1 Introduction

The main subject matter of linear algebra is the study of linear mappings and their representation by
means of matrices. This chapter introduces us to these linear maps and Chapter 6 shows how they can be
represented by matrices. First, however, we begin with a study of mappings in general.

5.2 Mappings, Functions

Let A and B be arbitrary nonempty sets. Suppose to each element in a € 4 there is assigned a unique
element of B; called the image of a. The collection f of such assignments is called a mapping (or map)
from A4 into B, and it is denoted by

f:4—B

The set A4 is called the domain of the mapping, and B is called the target set. We write f (a), read “‘f of a,”
for the unique element of B that f assigns to a € A.

One may also view a mapping f : 4 — B as a computer that, for each input value a € 4, produces a
unique output f(a) € B.

Remark: The term function is used synonymously with the word mapping, although some texts
reserve the word “‘function’ for a real-valued or complex-valued mapping.

Consider a mapping f/: 4 — B. If A’ is any subset of 4, then f(A’) denotes the set of images of
elements of A’; and if B’ is any subset of B, then f~!(B’) denotes the set of elements of 4, each of whose
image lies in B. That is,

fAY={f(@):acd}y and [ '(B)={acAd:f(a)cB}

We call f(A’) the image of A’ and f~! (B') the inverse image or preimage of B'. In particular, the set of all
images (i.e., f(4)) is called the image or range of f.

To each mapping f : 4 — B there corresponds the subset of 4 x B given by {(a,f(a)):a € A}. We
call this set the graph of f. Two mappings f: 4 — B and g: A — B are defined to be equal, written
f =g, iff(a) = g(a) for every a € A—that is, if they have the same graph. Thus, we do not distinguish
between a function and its graph. The negation of /' = g is written ' # g and is the statement:

[There exists an a € A for which f(a) # g(a).]

Sometimes the ‘‘barred’” arrow — is used to denote the image of an arbitrary element x € 4 under a
mapping f : A — B by writing

x = f(x)

This is illustrated in the following example.

D>
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EXAMPLE 5.1

(a) Letf: R — R be the function that assigns to each real number x its square x>. We can denote this function by
writing
fx)=x* or  xm—x?

Here the image of —3 is 9, so we may write f(—3)=9. However, f~1(9) = {3,-3}. Also,
f(R) =1[0,00) = {x:x >0} is the image of /.

(b) Let A ={a,b,c,d} and B = {x,y,z,t}. Then the following defines a mapping f': 4 — B:
fla) =y, f(b) =x, flc)=2z fld)=y or f=A{(ay), (bx), (¢,2), (dy)}
The first defines the mapping explicitly, and the second defines the mapping by its graph. Here,
f({avbad}) = {f(a)af(b)af(d)} = {y,x,y} = {x’y}

Furthermore, f(4) = {x,y,z} is the image of f.

EXAMPLE 5.2 Let ¥ be the vector space of polynomials over R, and let p(¢) = 372 — 5¢ + 2.
(a) The derivative defines a mapping D: V' — V where, for any polynomials f(¢), we have D( f) = df /dt. Thus,

D(p) =D —-5t+2)=6t—5

(b) The integral, say from 0 to 1, defines a mapping J: V' — R. That is, for any polynomial f'(¢),
1 1

J(f)-Jf(t) dt, andso  J(p) —J (3% —5t+2) =1

0 0

Observe that the mapping in (b) is from the vector space V into the scalar field R, whereas the mapping in (a) is from
the vector space V into itself.

Matrix Mappings

Let 4 be any m x n matrix over K. Then A determines a mapping F,: K" — K™ by

Fy(u) = Au
where the vectors in K” and K™ are written as columns. For example, suppose
1
1 -4 5
A_{Z 3 —6] and U= _2

then

Remark: For notational convenience, we will frequently denote the mapping F; by the letter 4, the
same symbol as used for the matrix.

Composition of Mappings

Consider two mappings f : 4 — B and g: B — C, illustrated below:
PR NG

The composition of f and g, denoted by gof, is the mapping gof : 4 — C defined by
(gof)a) =g(f(a))
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That is, first we apply f to a € A, and then we apply g to f(a) € B to get g(f(a)) € C. Viewing f and g
as “‘computers,”” the composition means we first input a € 4 to get the output f(a) € B using f, and then
we input f'(a) to get the output g( f(a)) € C using g.
Our first theorem tells us that the composition of mappings satisfies the associative law.

THEOREM 5.1:  Letf: 4 —B,g:B— C,h: C— D. Then

ho(gef) = (hog)ef

We prove this theorem here. Let a € 4. Then

(ho(gof))(a) = h((gof)(a)) = h(g(f(a)))

((hog)ef)(a) = (hog)(f(a)) = h(g(f(a)))
Thus, (ko (gef))(a) = ((hog)of)(a) for every a € 4, and so he(gof) = (hog)ef.

One-to-One and Onto Mappings
We formally introduce some special types of mappings.
DEFINITION: A mapping f : A — B is said to be one-to-one (or 1-1 or injective) if different elements
of A have distinct images; that is,
If f(a) =f(d),thena =d'.

DEFINITION: A mapping f : 4 — B is said to be onto (or f maps A onto B or surjective) if every b € B
is the image of at least one a € 4.

DEFINITION: A mapping f: A — B is said to be a one-to-one correspondence between 4 and B (or
bijective) if f is both one-to-one and onto.

EXAMPLE 5.3 Let /:R—R, g:R—R, #:R— R be defined by
fx) =27, glx) =x —x, h(x) = x*

The graphs of these functions are shown in Fig. 5-1. The function /" is one-to-one. Geometrically, this means
that each horizontal line does not contain more than one point of /. The function g is onto. Geometrically,
this means that each horizontal line contains at least one point of g. The function / is neither one-to-one nor
onto. For example, both 2 and —2 have the same image 4, and —16 has no preimage.

%
— 7 ;

f(x) =2 g(x) = 23—z h(x) = 2

Figure 5-1

Identity and Inverse Mappings

Let A be any nonempty set. The mapping f': 4 — A defined by f(a) = a—that is, the function that
assigns to each element in 4 itself—is called identity mapping. It is usually denoted by 1, or 1 or /. Thus,
for any a € A4, we have 1,(a) = a.
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Now let f: A — B. We call g: B — A the inverse of f, written f~!, if
fog=1p and gof =1y

We emphasize that f has an inverse if and only if / is a one-to-one correspondence between A4 and B; that
is, f is one-to-one and onto (Problem 5.7). Also, if b € B, then f~!(b) = a, where a is the unique element
of 4 for which f(a) = b

5.3 Linear Mappings (Linear Transformations)

We begin with a definition.

DEFINITION:  Let V' and U be vector spaces over the same field K. A mapping F: V — U is called a
linear mapping or linear transformation if it satisfies the following two conditions:

(1) For any vectors v,w € V, F(v+w) = F(v) + F(w).
(2) For any scalar k and vector v € V, F(kv) = kF(v).

Namely, F': V — U is linear if it “‘preserves’’ the two basic operations of a vector space, that of
vector addition and that of scalar multiplication.

Substituting £ = 0 into condition (2), we obtain F(0) = 0. Thus, every linear mapping takes the zero
vector into the zero vector.

Now for any scalars a,b € K and any vector v,w € V, we obtain

F(av+ bw) = F(av) + F(bw) = aF (v) + bF(w)

More generally, for any scalars a; € K and any vectors v; € V, we obtain the following basic property of
linear mappings:

F(ayv) +ayvy + -+ -+ a,v,) = a;F(vy) + auF (vy) + -+ + a,,F (v,,)

Remark 1: A linear mapping F': V' — U is completely characterized by the condition
F(av+ bw) = aF(v) + bF (w) (*)
and so this condition is sometimes used as its defintion.

Remark 2: The term linear transformation rather than linear mapping is frequently used for linear
mappings of the form F: R" — R".

EXAMPLE 5.4

(a) Let F:R?> — R> be the “‘projection’’ mapping into the xy-plane; that is, F is the mapping defined by
F(x,y,z) = (x,,0). We show that F is linear. Let v = (a,b,c) and w = (&', &', ¢’). Then

Flo+w)=F(a+d, b+b, c+)=(a+d, b+, 0)
= (a,b,0) + (d',b',0) = F(v) + F(w)
and, for any scalar £,
F(kv) = F(ka, kb, kc) = (ka,kb,0) = k(a,b,0) = kF(v)
Thus, F is linear.

(b) Let G: R*> — R? be the ““translation’” mapping defined by G(x,y) = (x + 1, y + 2). [That is, G adds the vector
(1,2) to any vector v = (x,y) in R2.] Note that

G(0) = G(0,0) = (1,2) #0

Thus, the zero vector is not mapped into the zero vector. Hence, G is not linear.
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EXAMPLE 5.5 (Derivative and Integral Mappings) Consider the vector space ¥ = P(¢) of polynomials over the
real field R. Let u(¢) and v(¢) be any polynomials in ¥ and let k be any scalar.

(a) Let D: V' — V be the derivative mapping. One proves in calculus that

du+v) du  dv d(ku)  du
Ta ata ™ Ta T ra

That is, D(u + v) = D(u) + D(v) and D(ku) = kD(u). Thus, the derivative mapping is linear.

(b) Let J: ¥V — R be an integral mapping, say

One also proves in calculus that,

Jl [u(f) + v(0)]dt = Jl

0 0

1

u(t) dt + J u(t) dt
0

and

jl ku(t) dt = le u(t) dt

0 0
That is, J(u + v) = J(u) + J(v) and J(ku) = kJ(u). Thus, the integral mapping is linear.
EXAMPLE 5.6 (Zero and Identity Mappings)

(a) Let F': V' — U be the mapping that assigns the zero vector 0 € U to every vector v € V. Then, for any vectors
v,w € V and any scalar k € K, we have

Flo+w)=0=0+0=F(v) +F(w) and  F(kv) = 0= k0= kF(v)
Thus, F is linear. We call F the zero mapping, and we usually denote it by 0.

(b) Consider the identity mapping /: V' — ¥V, which maps each v € V' into itself. Then, for any vectors v,w € V
and any scalars a,b € K, we have

I(av+ bw) = av+ bw = al(v) + bI(w)
Thus, 7 is linear.

Our next theorem (proved in Problem 5.13) gives us an abundance of examples of linear mappings. In
particular, it tells us that a linear mapping is completely determined by its values on the elements of a basis.

THEOREM 5.2:  Let VV and U be vector spaces over a field K. Let {v, v, ..., v,} be a basis of V' and
let uy,u,,...,u, be any vectors in U. Then there exists a unique linear mapping
F:V — U such that F(v) = u;, F(vy) = uy, ..., F(v,) = u,.

We emphasize that the vectors u,u,,...,u, in Theorem 5.2 are completely arbitrary; they may be
linearly dependent or they may even be equal to each other.

Matrices as Linear Mappings

Let 4 be any real m x n matrix. Recall that 4 determines a mapping F,: K" — K™ by F,(u) = Au
(where the vectors in K" and K™ are written as columns). We show F; is linear. By matrix multiplication,

F v+w)=A4(v+w) =Av+ Aw = F (v) + F4(w)
F(kv) = A(kv) = k(4v) = kF 4(v)
In other words, using A to represent the mapping, we have
A(v+w) =Av+ Aw and  A(kv) = k(4v)

Thus, the matrix mapping 4 is linear.
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Vector Space Isomorphism

The notion of two vector spaces being isomorphic was defined in Chapter 4 when we investigated the
coordinates of a vector relative to a basis. We now redefine this concept.

DEFINITION: Two vector spaces V' and U over K are isomorphic, written V = U, if there exists a
bijective (one-to-one and onto) linear mapping F': V' — U. The mapping F is then
called an isomorphism between V and U.

Consider any vector space V' of dimension # and let S be any basis of V. Then the mapping
v [ulg

which maps each vector v € V' into its coordinate vector [v], is an isomorphism between V" and K”.

5.4 Kernel and Image of a Linear Mapping

We begin by defining two concepts.
DEFINITION: Let FF: V — U be a linear mapping. The kernel of F, written Ker F, is the set of
elements in V' that map into the zero vector 0 in U; that is,
Ker F ={veV:F(v)=0}
The image (or range) of F, written Im F, is the set of image points in U; that is,
Im F = {u € U : there exists v € V for which F(v) = u}
The following theorem is easily proved (Problem 5.22).

THEOREM 5.3:  Let F': VV — U be a linear mapping. Then the kernel of F is a subspace of V' and the
image of F' is a subspace of U.

Now suppose that v, v,,..., v, span a vector space V and that F': V' — U is linear. We show that
F(v)),F(vy),...,F(v,) span Im F. Let u € Im F. Then there exists v € V such that F(v) = u. Because
the v;’s span V' and v € V, there exist scalars a;,a,,...,a, for which

V=a10; + @yt A,y
Therefore,

u=F(v)=F(av +ay,+ - +a,v,) =aF(v)+aF(vn)+- - +a,lF(v,)
Thus, the vectors F(v,), F(v,), ..., F(v,) span Im F.

We formally state the above result.

PROPOSITION 5.4:  Suppose v, v,,..., 7, span a vector space V, and suppose F: V' — U is linear.
Then F(v,),F(v,),...,F(v,) span Im F.
EXAMPLE 5.7
(a) Let F: R® — R® be the projection of a vector v into the xy-plane [as pictured in Fig. 5-2(a)]; that is,
F(x,y,2) = (x,,0)

Clearly the image of F is the entire xy-plane—that is, points of the form (x, y, 0). Moreover, the kernel of F is
the z-axis—that is, points of the form (0, 0, ¢). That is,

Im F = {(a,b,c): c =0} = xy-plane and Ker F = {(a,b,c):a =0,b =0} = z-axis
(b) Let G: R® — R be the linear mapping that rotates a vector v about the z-axis through an angle 0 [as pictured in
Fig. 5-2(b)]; that is,
G(x,y,z) = (xcosO — ysin0, xsin0 + ycos0, z)
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v=(a b, c)

‘ F(v) = (a, b, 0) Y

) ®)

Figure 5-2

Observe that the distance of a vector v from the origin O does not change under the rotation, and so only the zero
vector 0 is mapped into the zero vector 0. Thus, Ker G = {0}. On the other hand, every vector « in R® is the image
of a vector v in R that can be obtained by rotating u back by an angle of 0. Thus, Im G = R>, the entire space.

EXAMPLE 5.8 Consider the vector space V' = P(¢) of polynomials over the real field R, and let H: ¥ — V be the
third-derivative operator; that is, H[f(¢)] = d°f/df>. [Sometimes the notation D* is used for H, where D is the
derivative operator.] We claim that

Ker H = {polynomials of degree < 2} = P,(¢) and ImH=V

The first comes from the fact that H(at?> + bt + ¢) = 0 but H(¢*) # 0 for n > 3. The second comes from that fact
that every polynomial g(¢#) in ¥ is the third derivative of some polynomial f(¢) (which can be obtained by taking the
antiderivative of g(#) three times).

Kernel and Image of Matrix Mappings

Consider, say, a 3 x 4 matrix 4 and the usual basis {e,,e,,e;,e,} of K* (written as columns):

a a a a ! ! ! !

1 2 3 4 0 0 0 0

A= by by by by, e = 0l € = 01’ e = 01’ €4 = 0
‘2 G G 0 0 0 0

Recall that 4 may be viewed as a linear mapping 4 : K* — K3, where the vectors in K* and K> are
viewed as column vectors. Now the usual basis vectors span K*, so their images Ae;, Ae,, Aes, Ae, span
the image of 4. But the vectors de,, Ae,, Ae;, Ae, are precisely the columns of 4:

T T T T
] I Aey = [az, b3, c3]" Aey = [ay, by, cy]

Ael = [al,bl,cl B A62 - [az,bz,CZ

Thus, the image of 4 is precisely the column space of 4.

On the other hand, the kernel of 4 consists of all vectors v for which 4v = 0. This means that the
kernel of A is the solution space of the homogeneous system AX = 0, called the null space of A.

We state the above results formally.

PROPOSITION 5.5:  Let 4 be any m x n matrix over a field K viewed as a linear map 4 : K" — K. Then
Ker 4 = nullsp(4) and Im 4 = colsp(A)
Here colsp(4) denotes the column space of 4, and nullsp(4) denotes the null space of 4.
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Rank and Nullity of a Linear Mapping

Let F: V' — U be a linear mapping. The rank of F is defined to be the dimension of its image, and the
nullity of F is defined to be the dimension of its kernel; namely,

rank(F) = dim(Im F) and nullity(F) = dim(Ker F)
The following important theorem (proved in Problem 5.23) holds.

THEOREM 5.6  Let V' be of finite dimension, and let £ : V' — U be linear. Then
dim V' = dim(Ker F) + dim(Im F) = nullity(F) + rank(F)
Recall that the rank of a matrix 4 was also defined to be the dimension of its column space and row

space. If we now view A4 as a linear mapping, then both definitions correspond, because the image of 4 is
precisely its column space.

EXAMPLE 5.9 Let F : R* — R? be the linear mapping defined by
F(x,y,z,t) = (x—y+z+t, 2x—2y+3z+4t, 3x—3y+4z+51)

(a) Find a basis and the dimension of the image of F.
First find the image of the usual basis vectors of R*,

F(1,0,0,0) = (1,2,3), F(0,0,1,0) = (1,3,4)
F(0,1,0,0) = (—1,—2,-3), F(0,0,0,1) = (1,4,5)

By Proposition 5.4, the image vectors span Im F. Hence, form the matrix M whose rows are these image vectors
and row reduce to echelon form:

1 2 3 1 2 3 1 2 3
1 -2 -3 0 0 0 0 1 1
M=\ 1 3 4 01 1710 0 0
1 4 5 0 2 2 0 0 0

Thus, (1,2,3) and (0, 1, 1) form a basis of Im F. Hence, dim(Im F) = 2 and rank(F) = 2.

(b) Find a basis and the dimension of the kernel of the map F.
Set F(v) = 0, where v = (x,y,z,1),

F(x,y,z,t) = (x—y+z+t, 2x—2y+3z+4t, 3x—3y+4z+5t)=(0,0,0)

Set corresponding components equal to each other to form the following homogeneous system whose solution
space is Ker F":

xX— y+ z+ t=0 x—y+z+ t=0 B _
X2y +3z4+4r=0  or 242=0 or y*jizijg
3x—3y4+4z+5t=0 z4+2t=0 o

The free variables are y and 7. Hence, dim(Ker F) = 2 or nullity(F) = 2.
(i) Set y =1, t = 0 to obtain the solution (—1,1,0,0),
(i) Set y = 0, # = 1 to obtain the solution (1,0,—2,1).
Thus, (—1,1,0,0) and (1,0, —2, 1) form a basis for Ker F.
As expected from Theorem 5.6, diim(Im F) + dim(Ker F) = 4 = dimR".

Application to Systems of Linear Equations

Let AX = B denote the matrix form of a system of m linear equations in #» unknowns. Now the matrix 4
may be viewed as a linear mapping

A:K" — K"
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Thus, the solution of the equation AX = B may be viewed as the preimage of the vector B € K™ under the
linear mapping A. Furthermore, the solution of the associated homogeneous system

AX =0
may be viewed as the kernel of the linear mapping 4. Applying Theorem 5.6 to this homogeneous system
yields

dim(Ker 4) = dimK” — dim(Im 4) = n — rank 4

But #n is exactly the number of unknowns in the homogeneous system AX = (. Thus, we have proved the
following theorem of Chapter 4.

THEOREM 4.19:  The dimension of the solution space W of a homogenous system AX = 0 of linear
equations is s = n — r, where 7 is the number of unknowns and r is the rank of the
coefficient matrix A.

Observe that 7 is also the number of pivot variables in an echelon form of AX = 0, sos = n — ris also
the number of free variables. Furthermore, the s solution vectors of AX = 0 described in Theorem 3.14
are linearly independent (Problem 4.52). Accordingly, because dim W = s, they form a basis for the
solution space W. Thus, we have also proved Theorem 3.14.

5.5 Singular and Nonsingular Linear Mappings, Isomorphisms

Let F: V — U be a linear mapping. Recall that F(0) = 0. F is said to be singular if the image of some
nonzero vector v is 0—that is, if there exists v # 0 such that F'(v) = 0. Thus, F: V — U is nonsingular if
the zero vector 0 is the only vector whose image under F is 0 or, in other words, if Ker F = {0}.

EXAMPLE 5.10 Consider the projection map F:R* — R’ and the rotation map G:R* — R® appearing in
Fig. 5-2. (See Example 5.7.) Because the kernel of F is the z-axis, F is singular. On the other hand, the kernel of G
consists only of the zero vector 0. Thus, G is nonsingular.

Nonsingular linear mappings may also be characterized as those mappings that carry independent sets
into independent sets. Specifically, we prove (Problem 5.28) the following theorem.

THEOREM 5.7: Let F: V — U be a nonsingular linear mapping. Then the image of any linearly
independent set is linearly independent.

Isomorphisms

Suppose a linear mapping F': V' — U is one-to-one. Then only 0 € V' can map into 0 € U, and so F' is
nonsingular. The converse is also true. For suppose F is nonsingular and F(v) = F(w), then
F(v—w)=F(v) — F(w) =0, and hence, v —w =0 or v =w. Thus, F(v) = F(w) implies v = w—
that is, F' is one-to-one. We have proved the following proposition.

PROPOSITION 5.8: A linear mapping F: V' — U is one-to-one if and only if F is nonsingular.

Recall that a mapping F': V' — U is called an isomorphism if F is linear and if F is bijective (i.e., if F/
is one-to-one and onto). Also, recall that a vector space V' is said to be isomorphic to a vector space U,
written V' = U, if there is an isomorphism F: V — U.

The following theorem (proved in Problem 5.29) applies.

THEOREM 5.9:  Suppose V has finite dimension and dim /' = dim U. Suppose F': V' — U is linear.
Then F' is an isomorphism if and only if F' is nonsingular.
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5.6 Operations with Linear Mappings

We are able to combine linear mappings in various ways to obtain new linear mappings. These operations
are very important and will be used throughout the text.

Let F: V — U and G: V — U be linear mappings over a field K. The sum F + G and the scalar
product kF', where k € K, are defined to be the following mappings from V' into U:

(F+ G)(v) = F(v) + G(v) and (kF)(v) = kF (v)

We now show that if /" and G are linear, then F + G and kF" are also linear. Specifically, for any vectors
v,w € V and any scalars a,b € K,

(F + G)(av+ bw) = F(av+ bw) + G(av + bw)

= aF (v) + bF (w) + aG(v) + bG(w)
= a[F (v) + G(v)] + b[F(w) + G(w)]
=a(F + G)(v) + b(F + G)(w)

and (kF)(av + bw) = kF(av + bw) = klaF (v) + bF (w)]
= akF(v) + bkF(w) = a(kF)(v) + b(kF)(w)

Thus, F 4+ G and kF are linear.
The following theorem holds.

THEOREM 5.10: Let V and U be vector spaces over a field K. Then the collection of all linear
mappings from V' into U with the above operations of addition and scalar multi-
plication forms a vector space over K.

The vector space of linear mappings in Theorem 5.10 is usually denoted by
Hom(V, U)

Here Hom comes from the word ‘‘homomorphism.”” We emphasize that the proof of Theorem 5.10
reduces to showing that Hom (¥, U) does satisfy the eight axioms of a vector space. The zero element of
Hom(V, U) is the zero mapping from V into U, denoted by 0 and defined by

0(v) =0

for every vector v € V.
Suppose V and U are of finite dimension. Then we have the following theorem.

THEOREM 5.11:  Suppose dim ¥ = m and dim U = n. Then dim[Hom(V,U)| = mn.

Composition of Linear Mappings

Now suppose V, U, and W are vector spaces over the same field K, and suppose F: V — U and
G: U — W are linear mappings. We picture these mappings as follows:

r LuSow
Recall that the composition function GoF is the mapping from V into W defined by

(GoF)(v) = G(F(v)). We show that GoF is linear whenever F and G are linear. Specifically, for
any vectors v, w € V and any scalars a,b € K, we have

(GoF)(av+ bw) = G(F(av+ bw)) = G(aF(v) + bF(w))
=aG(F(v)) + bG(F(w)) = a(GoF)(v) + b(GoF)(w)
Thus, Go F is linear.

The composition of linear mappings and the operations of addition and scalar multiplication are
related as follows.
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THEOREM 5.12:  Let V, U, W be vector spaces over K. Suppose the following mappings are linear:
F:V—U, F:V—-U and G:U— W, G:U—-W
Then, for any scalar £ € K:
(i) Go(F+F)=GoF+GoF'.
(i) (G+G)oF=GoF+ G oF.
(ili) k(GoF)= (kG)oF = Go (kF).

5.7 Algebra A(V) of Linear Operators

Let V' be a vector space over a field K. This section considers the special case of linear mappings from the
vector space V into itself—that is, linear mappings of the form F': V' — V. They are also called /inear
operators or linear transformations on V. We will write 4(V), instead of Hom(V, V), for the space of all
such mappings.

Now A(V) is a vector space over K (Theorem 5.8), and, if dim ¥ = n, then dim 4 (V') = n?. Moreover,
for any mappings F', G € A(V), the composition G o F exists and also belongs to A(V). Thus, we have a
“multiplication”” defined in 4(V). [We sometimes write FG instead of G o F in the space A(V).]

Remark: An algebra A over a field K is a vector space over K in which an operation of
multiplication is defined satisfying, for every F,G,H € A and every k € K:
(i) F(G+H)=FG+FH,
(i) (G+ H)F = GF + HF,
(iii) k(GF) = (kG)F = G(kF).
The algebra is said to be associative if, in addition, (FG)H = F(GH).

The above definition of an algebra and previous theorems give us the following result.

THEOREM 5.13:  Let 7 be a vector space over K. Then A(V) is an associative algebra over K with

respect to composition of mappings. If dim ¥ = n, then dim4(V) = n?.

This is why A(V) is called the algebra of linear operators on V.

Polynomials and Linear Operators

Observe that the identity mapping [ : ¥ — V belongs to A(V). Also, for any linear operator F in A(V),
we have FI = IF = F. We can also form ‘‘powers’’ of F. Namely, we define

F'=1, F>=FoF, F3=F?cF =FoFoF, F*=F30F,
Furthermore, for any polynomial p(¢) over K, say,

pt) =ay+ajt +a* + - +ar’
we can form the linear operator p(F) defined by

p(F) = agl + a\F + ayF* 4 --- + a F*
(For any scalar k, the operator &/ is sometimes denoted simply by £.) In particular, we say F' is a zero of
the polynomial p(¢) if p(F) = 0.
EXAMPLE 5.11 Let F: K3 — K3 be defined by F(x,y,z) = (0,x,). For any (a,b,¢) € K3,

(F+1I)(a,b,c)=(0,a,b) + (a,b,c) = (a, a+ b, b+c)

F3(a,b,c) = F?(0,a,b) = F(0,0,a) = (0,0,0)
3

Thus, F* = 0, the zero mapping in A(V). This means F is a zero of the polynomial p(¢) = £>.
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Square Matrices as Linear Operators

Let M =M, , be the vector space of all square » x n matrices over K. Then any matrix 4 in M defines a
linear mapping F, : K" — K" by F,(u) = Au (where the vectors in K" are written as columns). Because the
mapping is from K" into itself, the square matrix 4 is a linear operator, not simply a linear mapping.

Suppose A4 and B are matrices in M. Then the matrix product AB is defined. Furthermore, for any
(column) vector u in K",

Fyp(u) = (AB)u = A(Bu) = A(Fp(U)) = Fy(Fp(u)) = (Fy© Fp)(u)
In other words, the matrix product 4B corresponds to the composition of 4 and B as linear mappings.

Similarly, the matrix sum A4 4 B corresponds to the sum of 4 and B as linear mappings, and the scalar
product k4 corresponds to the scalar product of 4 as a linear mapping.

Invertible Operators in A(V)

Let F: V — V be a linear operator. F is said to be invertible if it has an inverse—that is, if there exists
F~'in A(V) such that FF~! = F~'F = [. On the other hand, F is invertible as a mapping if F is both
one-to-one and onto. In such a case, F~! is also linear and F~! is the inverse of F as a linear operator
(proved in Problem 5.15).

Suppose F is invertible. Then only 0 € V' can map into itself, and so F' is nonsingular. The converse is
not true, as seen by the following example.

EXAMPLE 5.12 Let J = P(7), the vector space of polynomials over K. Let F be the mapping on V' that increases
by 1 the exponent of ¢ in each term of a polynomial; that is,

Flag+ajt +a* + - +at’) = agt + a,* + at® +--- + a ™!
Then F is a linear mapping and F is nonsingular. However, F is not onto, and so F is not invertible.

The vector space ¥ = P(¢) in the above example has infinite dimension. The situation changes
significantly when V" has finite dimension. Namely, the following theorem applies.

THEOREM 5.14:  Let F be a linear operator on a finite-dimensional vector space V. Then the following
four conditions are equivalent.
(i) F is nonsingular: Ker F = {0}. (iii) F is an onto mapping.
(il)) F is one-to-one. (iv) F is invertible.
The proof of the above theorem mainly follows from Theorem 5.6, which tells us that
dim V' = dim(Ker F) 4 dim(Im F)
By Proposition 5.8, (i) and (ii) are equivalent. Note that (iv) is equivalent to (ii) and (iii). Thus, to prove
the theorem, we need only show that (i) and (iii) are equivalent. This we do below.
(a) Suppose (i) holds. Then dim(Ker F) = 0, and so the above equation tells us that dim V' = dim(Im F).
This means V' = Im F or, in other words, F is an onto mapping. Thus, (i) implies (iii).
(b) Suppose (iii) holds. Then ¥ =1Im F, and so dim V' = dim(Im F). Therefore, the above equation
tells us that dim(Ker F) = 0, and so F' is nonsingular. Therefore, (iii) implies (i).

Accordingly, all four conditions are equivalent.

Remark: Suppose 4 is a square n x n matrix over K. Then 4 may be viewed as a linear operator on
K". Because K" has finite dimension, Theorem 5.14 holds for the square matrix A. This is why the terms
“‘nonsingular’’ and ‘‘invertible’’ are used interchangeably when applied to square matrices.

EXAMPLE 5.13 Let F be the linear operator on R* defined by F(x,y) = (2x +y, 3x +2y).

(a) To show that F is invertible, we need only show that F is nonsingular. Set F(x,y) = (0,0) to obtain the
homogeneous system

2x+y=0 and 3x+2y=0
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Solve for x and y to get x = 0, y = 0. Hence, F is nonsingular and so invertible.
(b) To find a formula for F~!, we set F(x,y) = (s,¢) and so F~!(s,¢) = (x,y). We have
(2x+y, 3x+2y) = (s,1) or 2t y=s
Ix+2y=t
Solve for x and y in terms of s and ¢ to obtain x = 2s — ¢, y = —3s+ 2¢. Thus,
F7l(s,t) = (25 —t, =35 +21) or  Fl(x,y)=(2x—y, —3x+2y)

where we rewrite the formula for F~! using x and y instead of s and .

SOLVED PROBLEMS
Mappings
5.1. State whether each diagram in Fig. 5-3 defines a mapping from 4 = {a, b,c} into B = {x,y,z}.

(a) No. There is nothing assigned to the element b € 4.

(b) No. Two elements, x and z, are assigned to ¢ € 4.

(c) Yes.
€=9
(a) (b) ©

Figure 5-3

5.2, Letf:4— Bandg:B — C be defined by Fig. 5-4.

(a) Find the composition mapping (gof): 4 — C.
(b) Find the images of the mappings f, g, gof.

A f B g o
e
e
Figure 5-4

(a) Use the definition of the composition mapping to compute

(gof) (a) =g(f(a)) =gly) =1, (gof) (b) = g(f(D) = g(x) =s
(gof) (c) =g(f(c)) =gly) =1t

Observe that we arrive at the same answer if we ‘‘follow the arrows’” in Fig. 5-4:

a—y—t, b—x—s, c—y—t

(b) By Fig. 5-4, the image values under the mapping f are x and y, and the image values under g are r, s, t.
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5.3.

5.4.

5.5.

Hence,
Im f = {x,y} and Img={rs,t}

Also, by part (a), the image values under the composition mapping gof are ¢ and s; accordingly,
Im gof = {s,¢}. Note that the images of g and gof are different.

Consider the mapping F : R* — R? defined by F(x,y,z) = (yz,x*). Find
(a) F(2,3,4); (b) F(5,-2,7); (c) F~1(0,0), that is, all v € R® such that F(v) = 0.
(a) Substitute in the formula for F to get F(2,3,4) = (3 - 4,22) = (12,4).
(b) F(5,-2,7)=(-2-7,5%) = (—14,25).
(c) Set F(v) =0, where v = (x,y,z), and then solve for x, y, z:
F(x,9,2) = (vz,x*) = (0,0) or  yz=0x"=0

Thus, x = 0 and either y = 0 or z = 0. In other words, x = 0, y = 0 or x = 0,z = 0—that is, the z-axis
and the y-axis.

Consider the mapping F : R> — R? defined by F (x,») = (3y,2x). Let S be the unit circle in R?,
that is, the solution set of x* +)? = 1. (a) Describe F(S). (b) Find F~1(S).

(a) Let (a,b) be an element of F(S). Then there exists (x,y) € S such that F(x,y) = (a,b). Hence,
(3y,2x) = (a,b) or 3y=a,2x=0»b or  y=zx=3

Because (x,y) € S—that is, x> + y* = I—we have

b\* a2 a®  b?
- =1 R
(2) * (3) o 97y
Thus, F(S) is an ellipse.

(b) Let F(x,y) = (a,b), where (a,b) € S. Then (3y,2x) = (a,b) or 3y = a, 2x = b. Because (a,b) € S, we
have a® + b* = 1. Thus, (3y)” + (2x)* = 1. Accordingly, F~'(S) is the ellipse 4x + 9)* = 1.

Let the mappings f: 4 — B, g: B — C, h: C — D be defined by Fig. 5-5. Determine whether or
not each function is (a) one-to-one; (b) onto; (c) invertible (i.e., has an inverse).

(a) The mapping f: A — B is one-to-one, as each element of 4 has a different image. The mapping
g: B — C is not one-to one, because x and z both have the same image 4. The mapping 2: C — D is
one-to-one.

(b) The mapping f: 4 — B is not onto, because z € B is not the image of any element of 4. The mapping
g: B — Cis onto, as each element of C is the image of some element of B. The mapping #: C — D is
also onto.

(¢) A mapping has an inverse if and only if it is one-to-one and onto. Hence, only % has an inverse.

Figure 5-5
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5.6.

5.7.

5.8.

Suppose f: 4 — B and g: B — C. Hence, (gof): 4 — C exists. Prove

(a) If f and g are one-to-one, then gof is one-to-one.

(b) If f and g are onto mappings, then gof is an onto mapping.
(c) If gof is one-to-one, then f is one-to-one.

(d) If gof is an onto mapping, then g is an onto mapping.

(a) Suppose (gof)(x) = (g°f)(y). Then g(f(x)) =g(f(v)). Because g is one-to-one, f(x)=/(y).
Because f* is one-to-one, x = y. We have proven that (gof)(x) = (gof)(y) implies x = y; hence gof
is one-to-one.

(b) Suppose ¢ € C. Because g is onto, there exists b € B for which g(b) = ¢. Because f is onto, there exists
a € A for which f(a) = b. Thus, (gof)(a) = g(f(a)) = g(b) = c. Hence, gof is onto.

(c) Suppose f is not one-to-one. Then there exist distinct elements x,y € 4 for which f(x) = f(y). Thus,

(gof)(x) =g(f(x)) =g(f () = (gof)(y). Hence, g of is not one-to-one. Therefore, if gof is one-to-
one, then /" must be one-to-one.

(d) Ifa € 4, then (gof)(a) = g(f(a)) € g(B). Hence, (gof)(4) C g(B). Suppose g is not onto. Then g(B)
is properly contained in C and so (gof)(4) is properly contained in C; thus, gof is not onto.
Accordingly, if gof is onto, then g must be onto.

Prove that ' : 4 — B has an inverse if and only if f is one-to-one and onto.

Suppose f has an inverse—that is, there exists a function f~': B — 4 for which f~'of =1, and
fof~! =1, Because 1, is one-to-one, f is one-to-one by Problem 5.6(c), and because 15 is onto, f is onto
by Problem 5.6(d); that is, f is both one-to-one and onto.

Now suppose f is both one-to-one and onto. Then each b € B is the image of a unique element in 4, say
b*. Thus, if f(a) = b, then a = b*; hence, f(b*) = b. Now let g denote the mapping from B to 4 defined by
b — b*. We have

() (gof)(a) = g(f(a) = g(b) = b* = a for every a € 4; hence, gof = 1,.
(i) (fog)(b) =f(g(b)) =f(b*) = b for every b € B; hence, fog = 1;.

Accordingly, f has an inverse. Its inverse is the mapping g.

Let f: R — R be defined by f(x) = 2x — 3. Now /" is one-to-one and onto; hence, / has an inverse
mapping f~'. Find a formula for /!

Let y be the image of x under the mapping f; that is, y = f(x) = 2x — 3. Hence, x will be the image of y
under the inverse mapping /~'. Thus, solve for x in terms of y in the above equation to obtain x = % v +3).

Then the formula defining the inverse function is /! (y) = 1 (v + 3), or, using x instead of y, /' (x) = 1 (x + 3).

Linear Mappings

5.9.

Suppose the mapping F : R*> — R? is defined by F(x,y) = (x +y, x). Show that F is linear.

We need to show that F(v 4+ w) = F(v) + F(w) and F (kv) = kF(v), where u and v are any elements of
R? and k is any scalar. Let v = (a,b) and w = (d’, ). Then

v+w=(a+d, b+1) and kv = (ka,kb)
We have F(v) = (a+ b,a) and F(w) = (d + ¥, d’). Thus,
Flv+w)=F(a+d, b+b)=(a+d +b+b, a+d)
=(a+b, a)+(d +V, d)=F)+Fw)
and
F(kv) = F(ka,kb) = (ka + kb, ka) =k(a+ b, a) = kF(v)

Because v, w, k were arbitrary, F is linear.
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5.10.

5.11.

5.12,

5.13.

Suppose F : R?* — R? is defined by F(x,y,z) = (x +y +z, 2x — 3y + 4z). Show that F is linear.

We argue via matrices. Writing vectors as columns, the mapping F may be written in the form
F(v) = Av, where v = [x,y,2]" and

[ 4]
Then, using properties of matrices, we have
Flo+w)=A4A(w+w)=Av+ Aw = F(v) + F(w)
and F(kv) = A(kv) = k(4v) = kF (v)
Thus, F is linear.
Show that the following mappings are not linear:
(@) F:R? — R? defined by F(x,y) = (xy,x)
(b) F:R?— R defined by F(x,y) = (x +3, 2y, x+)
() F:R’— R? defined by F(x,y,2) = (]x|, y+2z)
(a) Let v=(1,2) and w = (3,4); then v+ w = (4,6). Also,
F(v)=(1(2),1) =(2,1) and F(w) =(3(4),3) = (12,3)
Hence,
F(o+w) = (4(6),4) = (24,6) # F(v) + F(w)
(b) Because F(0,0) = (3,0,0) # (0,0,0), F cannot be linear.
(c) Let v=(1,2,3) and k = —3. Then kv = (=3, —6,—9). We have
F(v)=(1,5) and kF(v)=-3(1,5)=(-3,-15).
Thus,
F(kv) = F(=3,—6,-9) = (3, —15) # kF(v)
Accordingly, F is not linear.

Let V be the vector space of n-square real matrices. Let M be an arbitrary but fixed matrix in V.
Let F: V — V be defined by F(4) = AM + MA, where A is any matrix in V. Show that F is
linear.

For any matrices 4 and B in V and any scalar k, we have

F(A+ B) = (44 B)M + M(A4 + B) = AM + BM + MA + MB
= (AM + MA) = (BM + MB) = F(4) + F(B)

and
F(kA) = (kA)M + M (kA) = k(AM) + k(MA) = k(AM + MA) = kF(A)
Thus, F is linear.

Prove Theorem 5.2: Let V" and U be vector spaces over a field K. Let {v;, v,, ..., v,} be a basis of
V and let u,,u,, ... ,u, be any vectors in U. Then there exists a unique linear mapping F: V' — U
such that F(v;) = u, F(v,) = u,,...,F(v,) = u,.

There are three steps to the proof of the theorem: (1) Define the mapping F: ¥V — U such that
F(v)) =u;,i=1,...,n. (2) Show that F is linear. (3) Show that F' is unique.

Step 1. Let v € V. Because {v,...,v,} is a basis of V, there exist unique scalars a,...,a, € K for
which v = a;v; + a,v, + - - - + a,v,. We define F': V' — U by

F(v) = aqyu; + ayup + - -+ + a,u,
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(Because the a; are unique, the mapping F is well defined.) Now, fori=1,...,n,
v; =00+ + 1lv, 4+ -+ Ov,
Hence,
F(v;)) =0u; + -+ lu; + - - + Ou,, = u;
Thus, the first step of the proof is complete.
Step 2. Suppose v = a,v; + a,v, +--- +a,v, and w = b, v; + byv, + - -- + b,v,. Then
vtw=(a+ b))+ (a+by)vy + -+ (a, + b,)v,

and, for any k € K, kv = ka v, + ka,v, + - - - + ka,v,. By definition of the mapping F,

F(v) = ayu, + ayu, + -+ + a,v, and F(w) = byuy + byuy + -+ - + b,u,

Hence,
F(v+w) = (a; +by)uy + (ay + by)uy + - + (a, + b,)u,
= (ayuy + ayuy + -+ -+ a,u,) + (byuy + byuy + -+ -+ b,u,)
=F(v) + F(w)
and

F(kv) = k(ayu, + ayup + -+ + a,u,) = kF (v)
Thus, F is linear.
Step 3. Suppose G: V — U is linear and G(v;) = u;,i = 1,...,n. Let

v=a,v; +ta,v, +---+a,v,
Then
G(v) = Glayv + aqyuy + -+ + a,v,) = a;G(v)) + @,G(vy) + - -+ + a,G(v,)
=ayuy +ayuy + -+ a,u, = F(v)
Because G(v) = F(v) for every v € V,G = F. Thus, F is unique and the theorem is proved.

5.14. Let F : R* — R? be the linear mapping for which F(1,2) = (2,3) and F(0, 1) = (1,4). [Note that
{(1,2),(0,1)} is a basis of R?, so such a linear map F exists and is unique by Theorem 5.2.] Find
a formula for F; that is, find F(a,b).

Write (a,b) as a linear combination of (1,2) and (0, 1) using unknowns x and y,
(a,b) =x(1,2) +y(0,1) = (x, 2x+y), S0 a=x, b=2x+y
Solve for x and y in terms of @ and b to get x =a, y = —2a+b. Then
F(a,b) =xF(1,2) + yF(0,1) = a(2,3) + (—2a + b)(1,4) = (b, —5a + 4b)

5.15. Suppose a linear mapping F : ¥V — U is one-to-one and onto. Show that the inverse mapping
F~1:U — V is also linear.

Suppose u,u' € U. Because F is one-to-one and onto, there exist unique vectors v, v' € V' for which
F(v) =u and F(v') = /. Because F is linear, we also have

Fo+v)=F)+F()=u+v  and  F(kv)=kF(v) = ku
By definition of the inverse mapping,
Fl'u)=v, F'u)=10, F' u+u)=v+, F ' (ku) = kv.
Then
Fludu)=v+ov =F ' u)+F ') and  F'(ku) = kv = kF~'(u)

Thus, F~! is linear.
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Kernel and Image of Linear Mappings
5.16. Let F: R* — R® be the linear mapping defined by
F(x,y,z,t) = (x—y+z+t, x+2z—t, x+y+3z—3¢)
Find a basis and the dimension of (a) the image of F; (b) the kernel of F.
(a) Find the images of the usual basis of R*:
F(1,0,0,0) = (1,1,1), F(0,0,1,0) = (1,2,3)
F(0,1,0,0) = (—1,0,1), F(0,0,0,1) = (1,—-1,-3)

By Proposition 5.4, the image vectors span Im F. Hence, form the matrix whose rows are these image
vectors, and row reduce to echelon form:

11 111 111
-1 0 1 0o 1 2 01 2
12 3170 0o 1 217 ]o o0 o
1 -1 -3 0 -2 —4 00 0

Thus, (1,1,1) and (0, 1,2) form a basis for Im F; hence, dim(Im F) = 2.
(b) Set F(v) =0, where v = (x,,z,1); that is, set
F(x,y,z,t) = (x—y+z+t, x+2z—t, x+y+3z—3t) =(0,0,0)

Set corresponding entries equal to each other to form the following homogeneous system whose solution
space is Ker F:

x—y+ z+4+ t=0 xX—y+ z+ t=0
xX—y+z+ t=0
X +2z— t=0 or y+ z=2t=0 or =0
z — =
X4y+32-3t=0 42— 4=0 Y

The free variables are z and ¢. Hence, dim(Ker F) = 2.

(i) Setz= —1, ¢ =0 to obtain the solution (2,1, —1,0).
(ii)) Setz =0, =1 to obtain the solution (1,2,0, 1).

Thus, (2,1,—1,0) and (1,2,0, 1) form a basis of Ker F.
[As expected, dim(Im F) + dim(Ker F) =2 + 2 = 4 = dim R*, the domain of F.]

5.17. Let G: R® — R’ be the linear mapping defined by
Gx,y,z)=(x+2y—2z, y+z, x+y—22)
Find a basis and the dimension of (a) the image of G, (b) the kernel of G.
(a) Find the images of the usual basis of R>:
G(1,0,0) = (1,0,1), G(0,1,0) = (2,1,1), G(0,0,1) = (—1,1,-2)

By Proposition 5.4, the image vectors span Im G. Hence, form the matrix M whose rows are these image
vectors, and row reduce to echelon form:

1 0 1 1 0 1 1 0 1
M = 2 1 1l~]0 1 —-1|~]0 1 -1
-1 1 =2 0 1 -1 0 0 0
Thus, (1,0,1) and (0, 1, —1) form a basis for Im G; hence, dim(Im G) = 2.

(b) Set G(v) = 0, where v = (x,y,z); that is,

G(x,y,2) = (x+2y—z, y+z x+y—22)=(0,0,0)
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Set corresponding entries equal to each other to form the following homogeneous system whose solution
space is Ker G:

x+2y— z=0 x+2y—2z=0 o
y+ z=0 or y+z=0 or X+2y+j:8
x+ y—2z=0 —y—z=0 yrz=

The only free variable is z; hence, dim(Ker G) = 1. Set z = 1; then y = —1 and x = 3. Thus, (3,1, 1)
forms a basis of Ker G. [As expected, dim(Im G) + dim(Ker G) =2 4 1 = 3 = dimR?, the domain
of G.]

3 1

1 2
5.18. Consider the matrix mapping 4: R* - R? where 4 = |1 3 5 —2|.Find a basis and the
3 8

5.19.

5.20.

13 -3
dimension of (a) the image of A4, (b) the kernel of A.

(a) The column space of 4 is equal to Im 4. Now reduce A” to echelon form:

1 1 3 1 1 3 1 1 3

ST — 2 3 8 0 1 2 01 2
03 5 13 0o 2 4 0 0 O

1 2 -3 0 -3 -6 0 0 0

Thus, {(1,1,3),(0,1,2)} is a basis of Im 4, and dim(Im 4) = 2.

(b) Here Ker 4 is the solution space of the homogeneous system AX = 0, where X = {x, ,z, t)T. Thus,
reduce the matrix 4 of coefficients to echelon form:

123 1 123 1
01 2 =3|~f0 1 2 3] o STFEEE LT
02 4 —6 000 0 yrezmot=

The free variables are z and ¢. Thus, dim(Ker 4) = 2.
(i) Setz=1,1t=0 to get the solution (1,—-2,1,0).
(i) Setz=0, =1 to get the solution (—7,3,0,1).
Thus, (1,—2,1,0) and (—7,3,0,1) form a basis for Ker 4.

Find a linear map F : R* — R* whose image is spanned by (1,2,0, —4) and (2,0, —1, —3).
Form a 4 x 3 matrix whose columns consist only of the given vectors, say
1 2 2
2 0 0
A= 0 -1 -1
-4 -3 -3

Recall that 4 determines a linear map 4 : R> — R* whose image is spanned by the columns of 4. Thus, 4
satisfies the required condition.

Suppose f:V — U is linear with kernel W, and that f(v) =u. Show that the ‘‘coset’
v+ W ={v+w:we& W} is the preimage of u; that is, £~ (u) = v+ W.
).

We must prove that (i) f~!(u) C v+ W and (ii) v+ W C f~!(u
We first prove (i). Suppose v/ € f~!(u). Then f(v') = u, and so
SO =) = £() —f(0) =u—u=0
that is, v — v € W. Thus, v = v+ (v — v) € v+ W, and hence f~'(u) C v+ W.
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5.21.

5.22,

5.23.

Now we prove (ii). Suppose v/ € v+ W. Then v/ = v + w, where w € W. Because W is the kernel of /',
we have f(w) = 0. Accordingly,

SO =f(w+w) +f(v) +f(w) =f(v) + 0 =f(v) = u

Thus, v € f~!(u), and so v+ W C f~(u).
Both inclusions imply /' (u) = v + W.

Suppose F': V' — U and G: U — W are linear. Prove

(a) rank(G o F) < rank(G), (b) rank(G o F) < rank(F).

(a) Because F(V)C U, we also have G(F(V)) C G(U), and so dim[G(F(V))] < dim[G(U)]. Then
rank(Go F) = dim[(G o F)(V)] = dim[G(F(V))] < dim[G(U)] = rank(G).
(b) We have dim[G(F(V))] < dim[F(V)]. Hence,
rank(G o F) = dim|[(G o F)(V)] = dim[G(F(V))] < dim[F (V)] = rank(F')

Prove Theorem 5.3: Let F': V' — U be linear. Then,

(a) Im F is a subspace of U, (b) Ker F' is a subspace of V.

(a) Because F(0) =0, we have 0 € Im F. Now suppose u,u' € Im F and a,b € K. Because u and v/
belong to the image of F, there exist vectors v, v € ¥ such that F(v) = u and F(v') = /. Then

F(av+bv) = aF(v) + bF(V) =au+bd' € Im F
Thus, the image of F' is a subspace of U.

(b) Because F(0) =0, we have 0 € Ker F. Now suppose v,w € Ker F and a,b € K. Because v and w
belong to the kernel of F, F(v) = 0 and F(w) = 0. Thus,

F(av+ bw) = aF(v) + bF(w) =a0+ b0 =0+0 =0, and so av+bw € Ker F
Thus, the kernel of F is a subspace of V.

Prove Theorem 5.6: Suppose V' has finite dimension and F': V' — U is linear. Then
dim V' = dim(Ker F) 4+ dim(Im F) = nullity(F) + rank(F)

Suppose dim(Ker F) =r and {w;,...,w,} is a basis of Ker F, and suppose dim(Im F) =s and

{u),...,u;} is a basis of Im F. (By Proposition 5.4, Im F has finite dimension.) Because every
u; € Im F, there exist vectors vy, ..., v, in ¥ such that F(v;) = uy,...,F(v;) = u,. We claim that the set
B= {le'”awrvvlw-wvs}

is a basis of V; that is, (i) B spans V, and (ii) B is linearly independent. Once we prove (i) and (ii), then
dim V = r + s = dim(Ker F) + dim(Im F).

(i) Bspans V.Letv € V. Then F(v) € Im F. Because the u; span Im F, there exist scalars a;, . . ., a, such
that F(v) = aju; + -+ - + a,u,. Set 9 = a;v; + - -+ + a,v, — v. Then

F(?) = F(ayv, + - 4+ agv, — v) = a\F(v,) + -+ + a.F(v,) — F(v)
=aqu + - +au,—F(v)=0
Thus, ¥ € Ker F. Because the w; span Ker F, there exist scalars by,...,b,, such that
vV =bw+--+bw, = aqvy+---+av,—v
Accordingly,
v=a;v +- - +au, —bw —---—bw,

Thus, B spans V.
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(i) B is linearly independent. Suppose
)CIW]+"'+err+y11]1+"'+yS'US:0 (1)
where x;,y; € K. Then

OZF(O) :F(xlwl + - +xrwr +ylvl ++ysvs)
:xlF(Wl) +e +er(Wr) +y1F(,Ul)+ +ys‘F(vv) (2)

But F(w;) =0, since w; € Ker F, and F(v;) =u; Substituting into (2), we will obtain

»iuy + -+ yu, = 0. Since the u; are linearly independent, each y; = 0. Substitution into (1) gives

xw; +---+xw, =0. Since the w; are linearly independent, each x; =0. Thus B is linearly
independent.

Singular and Nonsingular Linear Maps, Isomorphisms

5.24.,

5.25.

5.26.

Determine whether or not each of the following linear maps is nonsingular. If not, find a nonzero
vector v whose image is 0.

(@) F:R? — R? defined by F(x,y) = (x —y, x —2y).
(b) G:R?* — R? defined by G(x,y) = (2x — 4y, 3x — 6y).
(a) Find Ker F by setting F(v) = 0, where v = (x,y),

B B . x— y=0 x—y=0
(x—y, x—2y)=(0,0) or ¥ —2p=0 or =0

The only solution is x = 0, y = 0. Hence, F is nonsingular.
(b) Set G(x,y) = (0,0) to find Ker G:

(2x —4y, 3x—6y) =(0,0)  or gi:gzg or  x—2y=0

The system has nonzero solutions, because y is a free variable. Hence, G is singular. Let y = 1 to obtain
the solution v = (2, 1), which is a nonzero vector, such that G(v) = 0.

The linear map F : R> — R? defined by F(x,y) = (x —y, x — 2y) is nonsingular by the previous
Problem 5.24. Find a formula for F~!.

Set F(x,y) = (a,b), so that F~'(a,b) = (x,y). We have

B _ _ X— y=a X—y=a

(x—», x—2y) = (a,b) or ¥—2y—b or

Solve for x and y in terms of @ and b to get x =2a — b, y =a — b. Thus,
F~'(a,b) = (2a — b, a—b) or  Fl(x,y)=(2x—y, x—y)

(The second equation is obtained by replacing a and b by x and y, respectively.)

Let G: R?> — R? be defined by G(x,y) = (x +y, x — 2y, 3x +y).
(a) Show that G is nonsingular. (b) Find a formula for G~'.
(a) Set G(x,y) = (0,0,0) to find Ker G. We have
(x+y, x—2p, 3x+y)=(0,0,0) or xX+y=0,x—2y=0, 3x+y=0
The only solution is x = 0, y = 0; hence, G is nonsingular.

(b) Although G is nonsingular, it is not invertible, because R?> and R? have different dimensions. (Thus,
Theorem 5.9 does not apply.) Accordingly, G™! does not exist.
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5.27.

5.28.

5.29.

Suppose that F': ¥ — U is linear and that V' is of finite dimension. Show that 7 and the image of
F have the same dimension if and only if F is nonsingular. Determine all nonsingular linear
mappings 7: R* — R3.

By Theorem 5.6, dim V' = dim(Im F') + dim(Ker F). Hence, ¥ and Im F have the same dimension if
and only if dim(Ker F) = 0 or Ker F = {0} (i.e., if and only if F is nonsingular).

Because dim R is less than dim R*, we have that dim(Im T') is less than the dimension of the domain
R* of 7. Accordingly no linear mapping 7 : R* — R® can be nonsingular.

Prove Theorem 5.7: Let F': V' — U be a nonsingular linear mapping. Then the image of any
linearly independent set is linearly independent.

Suppose vy, vy, . . ., v, are linearly independent vectors in V. We claim that F(v,), F(v,),...,F(v,) are
also linearly independent. Suppose a,F(v;) + ayF(vy) + -+ + a,F(v,) = 0, where a; € K. Because F is
linear, F(a;v; + ayv, + -+ -+ a,v,) = 0. Hence,

a vy +ayv, + - +a,v, € Ker I
But F is nonsingular—that is, Ker F = {0}. Hence, a,v, + a,v, + - -+ + a,v, = 0. Because the v, are
linearly independent, all the a; are 0. Accordingly, the F(v;) are linearly independent. Thus, the theorem is
proved.

Prove Theorem 5.9: Suppose V' has finite dimension and dim /' = dim U. Suppose F: V — U is
linear. Then F' is an isomorphism if and only if F' is nonsingular.

If F is an isomorphism, then only 0 maps to 0; hence, F' is nonsingular. Conversely, suppose F is
nonsingular. Then dim(Ker ) = 0. By Theorem 5.6, dim V' = dim(Ker F) 4+ dim(Im F'). Thus,

dimU = dim V = dim(Im F)

Because U has finite dimension, Im /' = U. This means F maps V onto U. Thus, F is one-to-one and onto;
that is, F' is an isomorphism.

Operations with Linear Maps

5.30.

5.31.

5.32.

Define F:R® — R? and G:R® — R? by F(x,y,z) = (2x, y +z) and G(x,y,2) = (x —z, y).
Find formulas defining the maps: (a) F + G, (b) 3F, (c) 2F — 5G.

(@) (F+G)(x,y,z) = F(x,y,2) + G(x,y,z) = (2x, y+z)+ (x—z, y) = Bx—z, 2y+2)

(b) (3F)(x,y,2) = 3F(x,y,z) = 3(2x, y +2) = (6x, 3y+32)

(C) (2F - SG)(xayaZ) = 2F(x,y,z) - SG(x7yaZ) = 2(2)&?, )/+Z) - S(x Ez y)
= (4x, 2y+2z) + (=5x+ 5z, —5y) = (—x+ 5z, —3y+2z)

Let F: R® — R? and G: R? — R? be defined by F(x,y,z) = (2x, y +z) and G(x,y) = (y,x).
Derive formulas defining the mappings: (a) Go F, (b) FoG.

@ (GoF)(x,y,2) = G(F(x,y,2)) = G(2x, y+2) = (y +2, 2x)
(b) The mapping F o G is not defined, because the image of G is not contained in the domain of F.

Prove: (a) The zero mapping 0, defined by 0(v) = 0 € U for every v € V, is the zero element of
Hom(V,U). (b) The negative of F € Hom(V, U) is the mapping (—1)F, that is, —F = (—1)F.
Let F € Hom(V, U). Then, for every v € V:
(a) (F+0)(v) =F(v)+0(v) =F(v) +0=F(v)
Because (F + 0)(v) = F(v) for every v € V, we have F + 0 = F. Similarly, 0 + F = F.
(b) (F+ (=DF)(v) = F(v) + (=1)F(v) = F(v) = F(v) = 0 = 0(v)
Thus, F + (—1)F = 0. Similarly (—1)F + F = 0. Hence, —F = (—1)F.



a€D— CHAPTER 5 Linear Mappings

5.33.

5.34.

5.35.

5.36.

Suppose F|,F,,...,F, are linear maps from V into U. Show that, for any scalars a;,a,,...,a,,
and forany v € V,

(a\F) + ayFy + -+ a,F,) (v) = a\Fy (v) + ayF5(v) + -+ + a,F, (v)
The mapping a, F is defined by (a,F;)(v) = a,F(v). Hence, the theorem holds for n = 1. Accordingly,
by induction,
(@ F) +ayfy + - +a,F,)(v) = (a,F,)(v) + (ayF + -+ + a,F,)(v)
arFy(v) + ayFy(v) + -+ + a,F, (v)

Consider linear mappings F:R> — R?, G:R?> — R?, H:R?® — R? defined by
F(x,y,z) = (x+y+z x+y), G(x,y,z) = 2x+z, x+y), H(x,y,z) = (2y, x)
Show that F', G, H are linearly independent [as elements of Hom(R3, Rz)].
Suppose, for scalars a,b,c € K,
aF +bG + cH = 0 (1)
(Here 0 is the zero mapping.) For e, = (1,0,0) € R?, we have 0(e;) = (0,0) and
(aF + bG + cH)(e,) = aF(1,0,0) + bG(1,0,0) + cH(1,0,0)
=a(l,1)+5b2,1)+¢(0,1)=(a+2b, a+b+c)
Thus by (1), (a+2b, a+b+c)=(0,0) and so
a+2b=0 and a+b+c=0 (2)
Similarly for e, = (0, 1,0) € R?, we have 0(e,) = (0,0) and
(aF + bG + cH)(e,) = aF(0,1,0) + bG(0, 1,0) + cH(0, 1,0)
=a(l,1) +5(0,1) +¢(2,0) = (a+2¢c, a+b)

Thus, a+2c=0 and a+b=0 (3)

Using (2) and (3), we obtain
a=0, b=0, c=0 4)
Because (1) implies (4), the mappings F, G, H are linearly independent.

Let k be a nonzero scalar. Show that a linear map 7 is singular if and only if kT is singular. Hence,
T is singular if and only if —T is singular.

Suppose T is singular. Then 7T (v) = 0 for some vector v # 0. Hence,
(kT)(v) = kT(v) =k0=0

and so kT is singular.
Now suppose kT is singular. Then (kT)(w) = 0 for some vector w # 0. Hence,

T(kw) =kT(w) = (kT)(w) =0
But k£ # 0 and w # 0 implies kw # 0. Thus, 7T is also singular.

Find the dimension d of:
(a) Hom(R*,R*), (b) Hom(R’,R%), (c) Hom(P;(r),R?), (d) Hom(M,3,R*).
Use dim[Hom(V, U)] = mn, where dim ¥V = m and dim U = n.

(a) d =3(4)=12. (c) Because dimP;(¢) =4, d =4(2) =8.
(b) d=5(3)=15. (d) Because dimM,; = 6, d = 6(4) = 24.



CHAPTER 5 Linear Mappings — &

5.37.

5.38.

Prove Theorem 5.11. Suppose dim ¥ = m and dim U = n. Then dim[Hom(V, U)| = mn.

Suppose {v,, ..., v,,} is abasis of V and {u,,...,u,} is a basis of U. By Theorem 5.2, a linear mapping
in Hom(¥, U) is uniquely determined by arbitrarily assigning elements of U to the basis elements v; of V. We
define

F; € Hom(V, U), i=1l,....m, j=1,...,n

to be the linear mapping for which F;(v;) = u;, and F;(v;) = 0 for k # i. That is, F;; maps v; into u; and the
other v’s into 0. Observe that {F, ij} contains exactly mn elements; hence, the theorem is proved if we show
that it is a basis of Hom(V, U).

Proof that {F;} generates Hom(¥,U). Consider an arbitrary function F € Hom(¥;U). Suppose
F(v)) =w,F(v,) =wy,...,F(v,) =w,,. Because w; € U, it is a linear combination of the u’s; say,

Wy = ap iy + Qoly + -+ -+ agty, k=1,....,m, a;€K (1)

Consider the linear mapping G = 3", Y77, a;F;. Because G is a linear combination of the F, the proof

ij>

that {F;;} generates Hom(¥; U) is complete if we show that F/ = G.
We now compute G(v;),k = 1,...,m. Because Fj(v;) = 0 for k # i and Fy;(v;) = u;,
m n n n
G(vk) - Z Zat/sz(vk) - Zak]Fk_](vk) - Zakluj
=1j= j= Jj=

= apuy + apiy + -+ agu,

Thus, by (1), G(v;) = w;, for each k. But F(v,) = w; for each k. Accordingly, by Theorem 5.2, F = G;
hence, {F;} generates Hom(V,U).

Proof that {Fy} is linearly independent. Suppose, for scalars c; € K,

>3 c;iF; =0
i=1j=1
For v, k=1,...,m,
m n n n
0=0(v) = > > c;Fy(vp) = D ciF(v) = D ey
i=1j=1 j=1 j=1
= Gty + Gy + - Oy
But the u; are linearly independent; hence, for k = 1,...,m, we have ¢;; = 0,¢, =0,...,¢, = 0. In other

words, all the c¢; = 0, and so {F;} is linearly independent.

Prove Theorem 5.12: (i) Go(F+F')=GoF +GoF'. (ii)) (G+G)oF =GoF+G'oF.
(i) k(GoF) = (kG) o F = Go (kF).

(i) ForeveryvelV,
(Go(F+F))(v) = G((F + F')(v)) = G(F(v) + F'(v))
= G(F(v)) + G(F'(v)) = (GoF)(v) + (GoF')(v) = (GoF + Go F')(v)

Thus, Go(F + F') = GoF + GoF'.

(i) For every v €V,
(G+G)oF)(v) = (G+ ) (F(v)) = GE)) + C(F(v))
— (GoF)(v) + (G o F)(0) = (Go F + G o F)(0)
Thus, (G+ G')oF =GoF +G'oF.
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(iii)) For every v € V,
(K(GoF))(v) = k(G F)(v) = K(G(F (1)) = (kG)(F(v)) = (kG F)(v)

and
(k(GoF))(v) = k(GoF)(v) = k(G(F(v))) = G(kF(v)) = G((kF)(v)) = (G kF)(v)

Accordingly, k(Go F) = (kG) o F = G o (kF'). (We emphasize that two mappings are shown to be equal
by showing that each of them assigns the same image to each point in the domain.)

Algebra of Linear Maps

5.39. Let F and G be the linear operators on R? defined by F(x,y) = (»,x) and G(x,y) = (0,x). Find
formulas defining the following operators:
(@) F+G, (b)2F 3G, (c)FG, (d)GF, (e)F?, (f) G

@ (F+G)(xy) =F(xy) +Gxy) = %) +(0,x) = (,2%).

(b) (2F = 3G)(x,y) = 2F(x,y) = 3G(x,y) = 2(y,x) = 3(0,x) = (2, =x).

© (FG)(x,y) = F(G(x,y)) = F(0,x) = (x,0).

(d) (GF)(x,y) = G(F(x,y)) = G(y,x) = (0,y).

(e) F%(x,y) = F(F(x,y)) = F(y,x) = (x,y). (Note that F? = [, the identity mapping.)
(f) G*(x,y) = G(G(x,y)) = G(0,x) = (0,0). (Note that G*> = 0, the zero mapping.)

5.40. Consider the linear operator T on R’ defined by T(x,y,z) = (2x, 4x —y, 2x+ 3y —2).
(a) Show that T is invertible. Find formulas for (b) 77!, (c) T2, (d) T2.

(a) Let W = Ker T. We need only show that 7 is nonsingular (i.e., that W = {0}). Set T'(x,y,z) = (0,0, 0),
which yields

T(X7Y7Z):(2xa 4x_y> 2x—|—3y—z):(0,070)
Thus, W is the solution space of the homogeneous system
2x =0, 4x -y =0, 2x+3y—z=0

which has only the trivial solution (0,0,0). Thus, W = {0}. Hence, T is nonsingular, and so T is
invertible.

(b) Set T(x,y,z) = (r,s,t) [and so T~'(r,s,t) = (x,y,z)]. We have
(2x, 4x —y, 2x+ 3y —z) = (r,s,1) or 2x=r, dx—y=s, 2x+3y—z=t
Solve for x, y, z in terms of 7, s, ¢ to get x = %r, y=2r—s,z="7r—3s —t. Thus,
Tfl(hs,t):(%r, 2r—s, Tr—3s—1) or Tfl(x,y,z):(%x, 2x—y, Ix =3y —2)
(c) Apply T twice to get

T%(x,y,z) = T(2x, 4x —y, 2x+ 3y —2)
=[4x, 4(2x)— (4x—y), 2(2x)+3(4x —y) — (2x + 3y —2)]
= (4x, 4x+y, l4x — 6y +2)

(d) Apply T~! twice to get

Tﬁz(xvyvz):Tiz(%)ﬁ ZX—)G 7X—3y—2)
= [%x7 2(%)() —(2x —y), 7(%)5) —3(2x—y)— (Tx — 3y —2)]
=@x, —x+y, —Yx+ey+2)
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5.41.

5.42,

5.43.

5.44.

Let V' be of finite dimension and let 7 be a linear operator on V' for which 7R = I, for some
operator R on V. (We call R a right inverse of T.)

(a) Show that T is invertible. (b) Show that R = T~
(c) Give an example showing that the above need not hold if V' is of infinite dimension.

(a) Let dim ¥V = n. By Theorem 5.14, T is invertible if and only if T is onto; hence, T is invertible if and
only if rank(T) = n. We have n = rank(/) = rank(7R) < rank(7) < n. Hence, rank(7) =n and T is
invertible.

®b) TT'=T"'"T=1ThenR=IR=(T"'T)R=T"YTR) =TI =T"".
(c) Let V be the space of polynomials in ¢ over K; say, p(t) = ag + a;t + ayt> + - - -+ a°. Let T and R be
the operators on V' defined by

T(p(t) =0+a, +ayt+---+art! and  R(p(t)) = apt +a,* +---+a,™!
We have
(TR)(p(1) = T(R(p(1))) = T(agt + ay* + -+ ar™) = ag +ayt + -+ a " = p(r)
and so TR = I, the identity mapping. On the other hand, if £ € K and k # 0, then
(RT)(k) = R(T(k)) = R(0) = 0 # k
Accordingly, RT # 1.

Let F and G be linear operators on R? defined by F(x,y) = (0,x) and G(x,y) = (x,0). Show that
(a) GF = 0, the zero mapping, but FG # 0. (b) G*> = G.

(@) (GF)(x,y) = G(F(x,y)) = G(0,x) = (0,0). Because GF assigns 0 = (0,0) to every vector (x,y) in R?,
it is the zero mapping; that is, GF = 0.
On the other hand, (FG)(x,y) = F(G(x,y)) = F(x,0) = (0,x). For example, (FG)(2,3) = (0,2).
Thus, FG # 0, as it does not assign 0 = (0,0) to every vector in R%.

(b) For any vector (x,y) in R%, we have G?(x,y) = G(G(x,y)) = G(x,0) = (x,0) = G(x,y). Hence, G* = G.
Find the dimension of (a) 4(R*), (b) A(P,(1)), (c) A(M, ).

Use dim[4 (V)] = n* where dim ¥ = n. Hence, (a) dim[4(R*)] = 4% = 16, (b) dim[4(P,(¢))] = 3% =9,
(c) dim[4(M, ;)] = 6% = 36.
Let E be a linear operator on ¥ for which £2 = E. (Such an operator is called a projection.) Let U
be the image of E, and let W be the kernel. Prove
(a) Ifue U then E(u) = u (i.e., E is the identity mapping on U).
(b) If E # I, then E is singular—that is, E(v) = 0 for some v # 0.
) V=UaW
(@) If u € U, the image of E, then E(v) = u for some v € V. Hence, using E? = E, we have

u = E(v) = E*(v) = E(E(v)) = E(u)
(b) If E # I, then for some v € V, E(v) = u, where v # u. By (i), E(«) = u. Thus,
Elw—u)=E(w)—Eu)=u—u=0, where v—u#£0
(c) We first show that V' = U + W. Let v € V. Set u = E(v) and w = v — E(v). Then
v=E(w)+v—E(v)=u+w
By definition, u = E(v) € U, the image of E. We now show that w € W, the kernel of E,
E(w) = E(v—E(v)) = E(v) — E*(v) = E(v) — E(v) = 0

and thus w € W. Hence, V = U + W.

We next show that U N W = {0}. Let v € U N W. Because v € U, E(v) = v by part (a). Because
v € W, E(v) = 0. Thus, v = E(v) =0 and so UN W = {0}.

The above two properties imply that V' = U & W.
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SUPPLEMENTARY PROBLEMS

Mappings

5.45.
5.46.

5.47.

5.48.

Determine the number of different mappings from (a) {1,2} into {1,2,3}, (») {1,2,...,r} into {1,2,...,s}.

Letf:R — Rand g: R — R be defined by f(x) = x?> + 3x + 1 and g(x) = 2x — 3. Find formulas defining
the composition mappings: (a) f °g; (b) g°f; (¢c) gog; (d) fof.

For each mappings f : R — R find a formula for its inverse: (a) f(x) = 3x — 7, (b) f(x) = x> + 2.

For any mapping f': A — B, show that 1z0f =f =fo1,.

Linear Mappings

5.49.

5.50.

5.51.

5.52,

5.53.

5.54.

5.55.
5.56.

5.57.

5.58.

5.59.

5.60.

Show that the following mappings are linear:

(@) F:R® — R? defined by F(x,y,z) = (x + 2y — 3z, 4x — 5y + 62).

(b) F:R?> — R? defined by F(x,y) = (ax + by, cx +dy), where a, b, ¢, d belong to R.
Show that the following mappings are not linear:

(@) F:R? — R? defined by F(x,y) = (x2,)?).

(b) F:R>— R? defined by F(x,y,z) = (x + 1, y+2).
(¢c) F:R?— R? defined by F(x,y) = (x,y).

(d) F:R>— R? defined by F(x,y,z) = (]x|, y +2z).

Find F(a,b), where the linear map F: R> — R? is defined by F(1,2) = (3,—1) and F(0,1) = (2,1).
Find a 2 x 2 matrix 4 that maps

(@ (1,3)" and (1,4)" into (=2,5)" and (3,—1), respectively.

() (2,-4)" and (—1,2)" into (1,1)" and (1,3)”, respectively.

Find a 2 x 2 singular matrix B that maps (1,1)" into (1,3)”.

Let V be the vector space of real n-square matrices, and let M be a fixed nonzero matrix in V. Show that the
first two of the following mappings 7: V' — V are linear, but the third is not:
() T(4) = MA, (b) T(4) = AM + MA, (c) T(4) = M + A.

Give an example of a nonlinear map F : R> — R? such that F~'(0) = {0} but F is not one-to-one.

Let F: R? — R? be defined by F(x,y) = (3x + 5y, 2x + 3y), and let S be the unit circle in R2. (S consists
of all points satisfying x> +3? = 1.) Find (a) the image F(S), (b) the preimage F~!(S).

Consider the linear map G:R® — R® defined by G(x,y,z) = (x +y+z, y —2z, y —3z) and the unit
sphere S, in R®, which consists of the points satisfying x> + y* +z> = 1. Find (a) G(S,), (b) G~'(S,).

Let H be the plane x+2y—3z=4 in R® and let G be the linear map in Problem 5.57. Find
(a) G(H), (b) G™'(H).

Let W be a subspace of V. The inclusion map, denoted by i: W — V, is defined by i(w) = w for every
w € W. Show that the inclusion map is linear.

Suppose F: V' — U is linear. Show that F(—v) = —F(v).

Kernel and Image of Linear Mappings

5.61.

For each linear map F find a basis and the dimension of the kernel and the image of F:

(@) F:R> — R’ defined by F(x,y,z) = (x + 2y — 3z, 2x + 5y — 4z, x +4y +z),
(b) F:R*— R’ defined by F(x,y,z,t) = (x + 2y + 3z 4+ 2, 2x + 4y + Tz + 5t, x + 2y + 6z + 5¢).
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5.62. For each linear map G, find a basis and the dimension of the kernel and the image of G:
(@) G:R®— R? defined by G(x,v,2z) = (x +y +z, 2x + 2y +22),
(b) G:R® — R? defined by G(x,v,2) = (x +y, y +2z),
(¢) G:R’> — R® defined by
G(x,y,z,8,t) = (x+2y+2z+s+¢t, x+2y+3z+2s—1t, 3x+6y+8z+55—1).

5.63. Each of the following matrices determines a linear map from R* into R*:

1 20 1 10 2 -1
@@ A=12 -1 2 —1[,0b) B=| 2 3 -1 1
1 -3 2 -2 20 -5 3

Find a basis as well as the dimension of the kernel and the image of each linear map.

5.64. Find a linear mapping F: R> — R? whose image is spanned by (1,2,3) and (4, 5, 6).

5.65. Find a linear mapping G : R* — R® whose kernel is spanned by (1,2,3,4) and (0, 1, 1, 1).

5.66. Let IV = P (1), the vector space of polynomials of degree < 10. Consider the linear map D*: ¥ — ¥, where
D* denotes the fourth derivative d*( f)/dt*. Find a basis and the dimension of

(a) the image of D*; (b) the kernel of D*.

5.67. Suppose F': V' — U is linear. Show that (a) the image of any subspace of V' is a subspace of U;
(b) the preimage of any subspace of U is a subspace of V.

5.68. Show thatif F: V/ — U is onto, then dim U < dim ¥, Determine all linear maps F : R® — R* that are onto.
5.69. Consider the zero mapping 0: ¥ — U defined by 0(v) = 0,V v € V. Find the kernel and the image of 0.

Operations with linear Mappings

5.70. Let F: R® — R? and G: R® — R? be defined by F(x,y,z) = (v, x +z) and G(x,y,z) = (2z, x —y). Find
formulas defining the mappings ' + G and 3F — 2G.

5.71. Let H: R* — R? be defined by H(x,y) = (»,2x). Using the maps F and G in Problem 5.70, find formulas

defining the mappings: (a) HoF and Ho G, (b) FoH and GoH, (¢c) Ho(F+ G) and HoF + HoG.
5.72. Show that the following mappings F, G, H are linearly independent:

(a) F,G,H € Hom(R? R?) defined by F(x,y) = (x,2y), G(x,y) =, x+y), H(x,y) = (0,x),

(b) F,G,H € Hom(R* R) defined by F(x,y,z) =x+y+z, G(x,y,2) =y+z, H(xyz) =x—z
5.73. For F,G € Hom(¥,U), show that rank(F + G) < rank(F) + rank(G). (Here V' has finite dimension.)

5.74. Let F:V — U and G: U — V be linear. Show that if 7 and G are nonsingular, then G o F is nonsingular.
Give an example where G o F' is nonsingular but G is not. [Hint: Let dim ¥V < dim U ]

5.75. Find the dimension d of (a) Hom(R? R®), (b) Hom(P,(¢), R*), (c) Hom(M, 4, P, (1)).

5.76. Determine whether or not each of the following linear maps is nonsingular. If not, find a nonzero vector v
whose image is 0; otherwise find a formula for the inverse map:

(@) F:R>— R’ defined by F(x,y,z) = (x +y+2z, 2x+3y+5z x+3y+7z),
(b) G:R® — Py(t) defined by G(x,y,z) = (x + )> + (x + 2y + 22)t +y + z,
() H:R?> — P,(t) defined by H(x,y) = (x 4+ 20) + (x — )t +x + .

5.77. When can dim [Hom(¥,U)] = dim V'?
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Algebra of Linear Operators

5.78.

5.79.

5.80.

5.81.

5.82.

5.83.

Let F and G be the linear operators on R? defined by F(x,y) = (x +y, 0) and G(x,y) = (—y,x). Find
formulas defining the linear operators: (a) F + G, (b) 5SF — 3G, (c) FG, (d) GF, (e) F?, (f) G°.

Show that each linear operator T on R? is nonsingular and find a formula for 7-! , where
(@) T(x,p) = (x +2p, 2x+3y), (b) T(x,y) = (2x — 3y, 3x —4y).

Show that each of the following linear operators T on R? is nonsingular and find a formula for 7!, where
@ T(x,y,2) = (x =3y =2z, y =4z, 2); (0) T(x,y,2) = (x+z, x—y, y).

Find the dimension of 4(V), where (a) ¥ = R’, (b) V = Ps(¢), (c) V = M, .

Which of the following integers can be the dimension of an algebra A(V) of linear maps:
5,9, 12, 25, 28, 36, 45, 64, 88, 100?

Let T be the linear operator on R? defined by T'(x,y) = (x + 2y, 3x + 4y). Find a formula for f(7), where
@ f() = +20—=3, (b)f(t)=7—5t-2.

Miscellaneous Problems

5.84.

5.85.

5.86.

5.87.

5.88.

5.89.

Suppose F': V' — U is linear and k is a nonzero scalar. Prove that the maps F' and kF have the same kernel
and the same image.

Suppose F and G are linear operators on V' and that F' is nonsingular. Assume that V" has finite dimension.
Show that rank(FG) = rank(GF) = rank(G).

Suppose ¥ has finite dimension. Suppose T is a linear operator on ¥ such that rank(7?) = rank(7T). Show
that Ker 7NIm 7 = {0}.

Suppose V' = U @ W. Let E; and E, be the linear operators on V defined by E,(v) = u, E,(v) = w, where
v=u+w, u€ U, we W. Show that (a) E? = E, and E? = E, (i.e, that E, and E, are projections);
(b) E| + E, = I, the identity mapping; (c) E\E, =0 and E,E, = 0.

Let £, and E, be linear operators on ¥ satisfying parts (a), (b), (c) of Problem 5.88. Prove
V =Im El D Im E2

Let v and w be elements of a real vector space V. The line segment L from v to v + w is defined to be the set
of vectors v+ tw for 0 < ¢ < 1. (See Fig. 5.6.)

(a) Show that the line segment L between vectors v and u consists of the points:
N A=—tv+mfor0<¢ <1, (i) o+ tufort, +6,=1,¢4 >0, > 0.

(b) Let F: V — U be linear. Show that the image F (L) of a line segment L in ¥ is a line segment in U.

Figure 5-6
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5.90. Let F: ¥V — U be linear and let W be a subspace of V. The restriction of F to W is the map F|W : W — U
defined by F|W (v) = F(v) for every v in W. Prove the following:
(a) F|W is linear; (b) Ker(F|W) = (Ker F)NW; (c) Im(F|W)=F(W).

5.91. A subset X of a vector space V' is said to be convex if the line segment L between any two points (vectors)
P, 0 € X is contained in X. (a) Show that the intersection of convex sets is convex; (b) suppose F: V — U
is linear and X is convex. Show that F(X) is convex.

ANSWERS TO SUPPLEMENTARY PROBLEMS

5.45. (a) 32 =09, (b) s

5.46. (a) (fog)(x) =4+ 1, (b) (go/)(x) =26 +6x — 1, (c) (g°g)(x) =4x -9,
(d) (fof)(x) =x*+6x3 + 14x> + 15x + 5

5.47. @/ () =3 +7), O ) =Vx=2

5.49. F(x,y,z) :A(x,y,z)T, where (a) 4 = [i 7? _2} (b) A= [Lcl 2}

12,12); (b) F(0) #0;
)+ F(v) = (14,6);
) = (=2, -10).

5.50. (a) u = (2,2), k = 3; then F(ku) = (36,36) but kF(u) = (
() u=1(1,2), v=(3,4); then F(u+ v) = (24,6) but F(u
(d)u=(1,2,3), k= —2 then F(ku) = (2,—10) but kF (u

5.51. F(a,b) =(—a+2b, —3a+Db)

-17

5.52. (a) 4 = { -

> ; (b) None. (2, —4) and (—1,2) are linearly dependent but not (1, 1) and (1, 3).
—6

5.53. B = B o} [Hint: Send (0,1)7 into (0,0) ]

5.55. F(x,y) = (x*,3?)

5.56. (a) 13x> —42xy + 34> =1, (b) 13x* +42xy + 3472 =1

5.57. (a) x> — 8xy +26y% + 6xz —38yz+ 1422 =1, (b) x> +2xp +3y? +2xz — 8yz + 1422 = 1
558. (a)x—y+2z=4,(b)x+6z=4

5.61. (a) dim(Ker F) =1, {(7,-2,1)}; dim(Im F) =2, {(1,2,1), (0,1,2)};
(b) dim(Ker F) =2, {(—=2,1,0,0), (1,0,—1,1)}; dim(Im F) =2, {(1,2,1), (0,1,3)}

5.62. (a) dim(Ker G) =2, {(1,0,—1), (1,-1,0)}; dim(Im G) =1, {(1,2)};
(b) dim(Ker G) =1, {(1,—1,1)}; Im G = R?, {(1,0), (0,1)};
(©) dim(Ker G) =3, {(~2,1,0,0,0), (1,0,—1,1,0), (5,0,2,0,1)}; dim(Im G) = 2,
{(1,1,3), (0,1,2)}

5.63. (a) dim(Kerd4) =2, {(4,-2,-5,0), (1,-3,0,5)}; dim(Im 4) =2, {(1,2,1), (0,1,1)};
(b) dim(KerB) =1, {(-1,,1,1)}; ImB =R’

5.64. F(x,y,z) = (x+4y, 2x+ 5y, 3x+6y)
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5.65. F(x,y,z,t)=(x+y—z, 2x+y—10)

5.66. (a) {1,t,72,...,1%%, (b) {1,¢,2,£}

5.68. None, because dim R* > dim R>.

5.69. Ker0=/,Im0 = {0}

5.70. (F+G)(x,y,z2) = (y+2z, 2x—y+2z), (3F —2G)(x,y,z) = By — 4z, x+2y+3z)

5.71. (a) (HoF)(x,y,z) = (x+2z, 2y), (HoG)(x,y,z) = (x—y, 4z); (b) not defined;
© (Ho(F+G))(x,y2) = (HoF+HoG)(x,y,2) = (2x —y 42z, 2y+42)

5'74' F(X7y) = (xay7y)aG(x7yvz) = (xvy)
5.75. (a) 16, (b) 15, (c) 24

5.76. (a) v=(2,-3,1); (b) G Y(a® +bt+c)=(b—2¢c, a—b+2c, —a+b-c);
(c) H is nonsingular, but not invertible, because dim P,(¢) > dim R*.

5.77. dimU = 1; thatis, U =K.

5.78. (a) (F+G)(x,y) = (x,x); (b) (5F —3G)(x,y) = (5x+8y, —3x); (¢) (FG)(x,y) = (x —y, 0);
(d) (GF)(x,y) = (0, x+); () F*(x,y) = (x+p, 0) (note that F* = F); (f) G*(x,y) = (—x, ).
[Note that G?> + I = 0; hence, G is a zero of f(¢) = 2 + 1.]

5.79. (a) 7' (x,y) = (=3x+2y, 2x—y), (b) T"'(x,y) = (—4x+ 3y, —3x+2y)

5.80. (a) T '(x,y,2) = (x+3y+ 14z, y—4z, 2), &) T '(x,y,2) =(y+z, y, x—y—72)

5.81. (a) 49, (b) 36, (c) 144

5.82. Squares: 9, 25, 36, 64, 100

5.83. (a) T(x,y) = (6x+ 14y, 21x+27y); (b) T(x,y) = (0,0)—that is, /(T) =0



CHAPTER 6

Linear Mappings
and Matrices

6.1 Introduction

Consider a basis S = {u;,u,,...,u,} of a vector space V over a field K. For any vector v € V, suppose

v = ajuy + ayu, +---+a,u,

Then the coordinate vector of v relative to the basis S, which we assume to be a column vector (unless
otherwise stated or implied), is denoted and defined by
T
{U]S = {alvab s ,an]
Recall (Section 4.11) that the mapping v— [v],, determined by the basis S, is an isomorphism between ¥
and K".

This chapter shows that there is also an isomorphism, determined by the basis S, between the algebra
A(V) of linear operators on ¥ and the algebra M of n-square matrices over K. Thus, every linear mapping
F:V — V will correspond to an n-square matrix [F|¢ determined by the basis S. We will also show how
our matrix representation changes when we choose another basis.

6.2 Matrix Representation of a Linear Operator

Let T be a linear operator (transformation) from a vector space V into itself, and suppose
S ={uy,uy,...,u,} is a basis of V. Now T(u,), T(u,),...,T(u,) are vectors in V, and so each is a
linear combination of the vectors in the basis S; say,

T(u) = anuy +apuy + -+ +ayu,

T(uy) = ayuy + anuy + -+ + ayu,

The following definition applies.

DEFINITION: The transpose of the above matrix of coefficients, denoted by mg(7T) or [T, is called
the matrix representation of T relative to the basis S, or simply the matrix of T in the
basis S. (The subscript S may be omitted if the basis S is understood.)

Using the coordinate (column) vector notation, the matrix representation of 7 may be written in the
form

ms(T) = [Tls = [[T@)ls, [Tw)]s, -, [T()]s]

That is, the columns of m(7T) are the coordinate vectors of T'(u,), T(uy), ..., T(u,), respectively.

—
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EXAMPLE 6.1 Let F:R> — R? be the linear operator defined by F(x,y) = (2x + 3y, 4x — 5y).

(a) Find the matrix representation of F' relative to the basis S = {u;,u,} = {(1,2), (2,5)}.

(1) First find F(u;), and then write it as a linear combination of the basis vectors #; and u,. (For notational
convenience, we use column vectors.) We have

()-8l o] e 237

Solve the system to obtain x = 52, y = —22. Hence, F(u;) = 52u; — 22u,.
(2) Next find F(u,), and then write it as a linear combination of u; and u,:

o) (] w513

Solve the system to get x = 129, y = —55. Thus, F(u,) = 129u; — 55u,.

Now write the coordinates of F(u;) and F(u,) as columns to obtain the matrix

=

Fls=1_22 _ss

(b) Find the matrix representation of F relative to the (usual) basis £ = {e;,e,} = {(1,0), (0,1)}.
Find F(e,) and write it as a linear combination of the usual basis vectors e; and e,, and then find F(e,) and
write it as a linear combination of e; and e,. We have

Fle)) = F(1,0) = (2,2) = 2e, + 4e,

F(e,) = F(0,1) = (3,—5) = 3¢, — Se,

and so [F]E:Lz1 _2]

Note that the coordinates of F(e,) and F(e,) form the columns, not the rows, of [F].. Also, note that the

arithmetic is much simpler using the usual basis of R?.

EXAMPLE 6.2 Let V' be the vector space of functions with basis S = {sint,cost,e*}, and let D: V — V'
be the differential operator defined by D( f(¢)) = d(f(¢))/dt. We compute the matrix representing D in
the basis S:

D(sint) = cost= O0(sin?) + 1(cost) + 0(e*t)
D(cos t) = —sint = —1(sint) 4 0(cost) + 0(e*)
D(e¥) = 3¢ = 0(sin?) + 0(cos?) + 3(e*)

and so D] = |1

Note that the coordinates of D(sin¢), D(cos¢), D(¢*) form the columns, not the rows, of [D].

Matrix Mappings and Their Matrix Representation

Consider the following matrix 4, which may be viewed as a linear operator on R?, and basis S of R%:

R3] - ()

(We write vectors as columns, because our map is a matrix.) We find the matrix representation of 4
relative to the basis S.
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(1) First we write A(u,) as a linear combination of u; and u,. We have
3 =20y -1t 2 x+2y=-1
o B[] e 213

Solving the system yields x = 7, y = —4. Thus, A(u,) = Tu; — 4u,.
(2) Next we write A(u,) as a linear combination of u, and u,. We have

=8 ][] e 213

Solving the system yields x = —6, y = 1. Thus, A(u,) = —6u; + u,. Writing the coordinates of
A(u;) and A(u,) as columns gives us the following matrix representation of 4:

=[]

Remark: Suppose we want to find the matrix representation of A relative to the usual basis
E={e;,e,} ={[1,0]", [0,1]"} of R%. We have

Aley) = B _g] M = m = 3e, + 4e,

wer=[} FJ[g]-[F] -

Note that [4], is the original matrix A. This result is true in general:

and so [A]E:E :2]

The matrix representation of any n x n square matrix 4 over a field K relative to the
usual basis E of K” is the matrix A itself; that is,

[A]E =4

Algorithm for Finding Matrix Representations

Next follows an algorithm for finding matrix representations. The first Step 0 is optional. It may be useful
to use it in Step 1(b), which is repeated for each basis vector.

ALGORITHM 6.1: The input is a linear operator 7 on a vector space V and a basis
S ={uy,uy,...,u,} of V. The output is the matrix representation 7.
Step 0. Find a formula for the coordinates of an arbitrary vector v relative to the basis S.
Step 1. Repeat for each basis vector u;, in S:
(a) Find T(u).

(b) Write T(u;) as a linear combination of the basis vectors u,u,, ..., u,.

Step 2. Form the matrix [7]; whose columns are the coordinate vectors in Step 1(b).

EXAMPLE 6.3 Let F:R?> — R? be defined by F(x,y) = (2x + 3y, 4x — 5y). Find the matrix representa-
tion [F], of F relative to the basis S = {u;,u,} = {(1,-2), (2,-5)}.
(Step 0) First find the coordinates of (@, b) € R? relative to the basis S. We have

al 1 2 x+2y=a x+2y=a
M"{—z]”{—s} o ox—sy=p y=2a+b
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Solving for x and y in terms of @ and b yields x = 5a + 2b, y = —2a — b. Thus,
(a,b) = (5a + 2b)u; + (—2a — b)u,

(Step 1) Now we find F(u;) and write it as a linear combination of #, and u, using the above formula for (a, ),
and then we repeat the process for F(u,). We have

F(Ul) :F(l, _2) - <_4, 14) - 8”1 - 6“2
F(uy) = F(2,=5) = (—11,33) = 11u; — 11u,

(Step 2) Finally, we write the coordinates of F(u;) and F(u,) as columns to obtain the required matrix:

n- 2

Properties of Matrix Representations

This subsection gives the main properties of the matrix representations of linear operators 7" on a vector
space V. We emphasize that we are always given a particular basis S of V.

Our first theorem, proved in Problem 6.9, tells us that the ‘‘action’’ of a linear operator T on a vector v
is preserved by its matrix representation.

THEOREM 6.1: Let 7: V' — V be a linear operator, and let S be a (finite) basis of V. Then, for any
vector v in V, [T|s[v]g = [T(v)]s.

EXAMPLE 6.4 Consider the linear operator F on R? and the basis S of Example 6.3; that is,
F(x,y) = 2x+3y, 4x—5y) and S =A{u,u} ={(1,-2), (2,-5)}

Let
v=(5,-7), andso  F(v) = (—11,55)

Using the formula from Example 6.3, we get
[] =[11,-3]"  and  [F(v)] = [55,—33]"

We verify Theorem 6.1 for this vector v (where [F] is obtained from Example 6.3):

GICE I IR R I R0

Given a basis S of a vector space V, we have associated a matrix [T to each linear operator 7 in the
algebra A(V) of linear operators on V. Theorem 6.1 tells us that the ‘‘action’” of an individual linear
operator T is preserved by this representation. The next two theorems (proved in Problems 6.10 and 6.11)
tell us that the three basic operations in A(V) with these operators—namely (i) addition, (ii) scalar
multiplication, and (iii) composition—are also preserved.

THEOREM 6.2: Let V' be an n-dimensional vector space over K, let S be a basis of V/, and let M be
the algebra of n x n matrices over K. Then the mapping
m:AV) - M definedby  m(T) = [T]
is a vector space isomorphism. That is, for any F',G € A(V) and any k € K,
(i) m(F+G)=m(F)+m(G) or [F+ G]=I[F|+][G]

(il) m(kF) = km(F) or [kF]=k[F]
(iii)) m is bijective (one-to-one and onto).
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THEOREM 6.3:  For any linear operators F, G € A(V),
m(G o F) = m(G)m(F) or [G o F| = [G][F]

(Here G o F denotes the composition of the maps G and F.)

6.3 Change of Basis

Let V be an n-dimensional vector space over a field K. We have shown that once we have selected a basis
S of V, every vector v € V can be represented by means of an n-tuple [vg in K", and every linear operator
T in A(V) can be represented by an n x n matrix over K. We ask the following natural question:

How do our representations change if we select another basis?

In order to answer this question, we first need a definition.

DEFINITION: Let S = {u;,u,,...,u,} be a basis of a vector space V, and let 8’ = {v,, v,,...,v,}
be another basis. (For reference, we will call S the ‘‘old’” basis and S’ the ‘‘new”’
basis.) Because S is a basis, each vector in the ‘‘new’’ basis S’ can be written uniquely
as a linear combination of the vectors in S; say,

vy = apuy +apy + s+ ag,y,
Uy = agiUy t+ aply + -+ ayly,

Let P be the transpose of the above matrix of coefficients; that is, let P = [p;], where
pij = a;. Then P is called the change-of-basis matrix (or transition matrix) from the
“‘0ld”’ basis S to the “‘new’” basis S’

The following remarks are in order.

Remark 1: The above change-of-basis matrix P may also be viewed as the matrix whose columns
are, respectively, the coordinate column vectors of the ‘‘new’’ basis vectors v; relative to the “‘old’’ basis
S; namely,

P = [[UI]S, [1}2]5, ceey [vn]S]

Remark 2: Analogously, there is a change-of-basis matrix Q from the ‘‘new”’ basis S’ to the
““old’’ basis S. Similarly, O may be viewed as the matrix whose columns are, respectively, the coordinate
column vectors of the ‘‘old”’ basis vectors u; relative to the ‘‘new’’ basis S’; namely,

0= “ul]s’v o)y, [un]S’]

Remark 3: Because the vectors v, v,...,v, in the new basis S’ are linearly independent, the
matrix P is invertible (Problem 6.18). Similarly, Q is invertible. In fact, we have the following
proposition (proved in Problem 6.18).

PROPOSITION 6.4: Let P and Q be the above change-of-basis matrices. Then Q = P~

Now suppose S = {uy,uy,...,u,} is a basis of a vector space V, and suppose P = [p;] is any
nonsingular matrix. Then the »n vectors

V; = Pl T Doty - Ppithy, i:l,Z,...,n

corresponding to the columns of P, are linearly independent [Problem 6.21(a)]. Thus, they form another
basis S’ of V. Moreover, P will be the change-of-basis matrix from S to the new basis §'.
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EXAMPLE 6.5 Consider the following two bases of R?:
S:{ulvu2}:{(172)7 (375)} and S/:{v17v2}:{(17_1>7 (17_2)}

(a) Find the change-of-basis matrix P from S to the ‘‘new’’ basis S’.
Write each of the new basis vectors of S’ as a linear combination of the original basis vectors u; and u, of
S. We have

1y |1 3 x+3y=1 L _ B
{_1]—1{2} +y{5} or 1 yielding x=-8, y=3

2x+ 5y =
1 3 x+3y=1 s _ .
{_1]—){2} +y[5} or 245y =1 yielding x=-11, y=4
Thus,

-8 —11
and hence, P= .
3 4

Uy = —llul +4M2
Note that the coordinates of v; and v, are the columns, not rows, of the change-of-basis matrix P.

(b) Find the change-of-basis matrix O from the ‘‘new’’ basis S’ back to the ‘‘old’” basis S.
Here we write each of the “‘old”” basis vectors u; and u, of S’ as a linear combination of the ‘‘new’” basis
vectors v; and v, of §’. This yields

ul - 4'1)1 - 3'1)2

4 11
wy, = 11, — 80, and hence, 0= [_ }

3 -8

As expected from Proposition 6.4, O = P~!. (In fact, we could have obtained Q by simply finding P~'.)

EXAMPLE 6.6 Consider the following two bases of R*:

E={e,e,,e3} ={(1,0,0), (0,1,0), (0,0,1)}
and S ={u,u,us} ={(1,0,1), (2,1,2), (1,2,2)}

(a) Find the change-of-basis matrix P from the basis E to the basis S.
Because F is the usual basis, we can immediately write each basis element of S as a linear combination of
the basis elements of E. Specifically,

u =(1,0,1) = e + e 1 2 1
u, = (2,1,2) =2¢; + e, + 2e; and hence, P=10 1 2
(1,2,2) = e, +2e, + 2e 12 2

u3

Again, the coordinates of u,,u,,u; appear as the columns in P. Observe that P is simply the matrix whose
columns are the basis vectors of S. This is true only because the original basis was the usual basis E.

(b) Find the change-of-basis matrix Q from the basis S to the basis E.
The definition of the change-of-basis matrix Q tells us to write each of the (usual) basis vectors in E as a
linear combination of the basis elements of S. This yields

el :(1,0,0):—2ul+21/l2—u3 —2 —2 3
e, =(0,1,0) = =2u; + u, and hence, o=1| 2 1 =2
e3=1(0,0,1) = 3u; —2up, +us -1 0 1

We emphasize that to find O, we need to solve three 3 x 3 systems of linear equations—one 3 x 3 system for
each of e, e,, e3.
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Alternatively, we can find Q = P~! by forming the matrix M = [P,I] and row reducing M to row
canonical form:

1 21100 100 -2 -2 3
M=]0 1201 0|~[0 10 2 1 =2|=[P"]
1 220 01

-2 -2 3
thus, o=P'=| 2 1 =2
-1 0 1

(Here we have used the fact that Q is the inverse of P.)

The result in Example 6.6(a) is true in general. We state this result formally, because it occurs often.

PROPOSITION 6.5:  The change-of-basis matrix from the usual basis £ of K" to any basis S of K" is
the matrix P whose columns are, respectively, the basis vectors of S.

Applications of Change-of-Basis Matrix

First we show how a change of basis affects the coordinates of a vector in a vector space V. The
following theorem is proved in Problem 6.22.

THEOREM 6.6: Let P be the change-of-basis matrix from a basis S to a basis S’ in a vector space V.
Then, for any vector v € V, we have

Plv]lg = [v]g  andhence, P '[v]g = [v]y

Namely, if we multiply the coordinates of v in the original basis S by P~!, we get the coordinates of v
in the new basis .

Remark 1: Although P is called the change-of-basis matrix from the old basis S to the new basis
S’, we emphasize that P! transforms the coordinates of v in the original basis S into the coordinates of v
in the new basis S’

Remark 2: Because of the above theorem, many texts call Q = P~!, not P, the transition matrix
from the old basis S to the new basis S’. Some texts also refer to Q as the change-of-coordinates matrix.

We now give the proof of the above theorem for the special case that dim V' = 3. Suppose P is the
change-of-basis matrix from the basis S = {u;, u,,u3} to the basis &' = {v, v,, v3}; say,

V) = aguy + ayuy +azas a; by ¢
'Uz == blul + b2u2 + b3U3 and hel’lce, P = az b2 Cz
U3 = C1Uy + CHlUy + C3U3 as b3 C3

Now suppose v € V and, say, v = kv, + k,v, + kyv;. Then, substituting for v, v,, v; from above, we
obtain

v = ky(ayu; + ayuy + azuz) + ky(byuy + byuy + byus) + ks (cquy + cyuy + c3u3)
= (alkl + b1k2 + C1k3)141 + (aZkl + bzkz + C2k3)u2 + (a3k1 + b3k2 + C3k3)U3



ap—— CHAPTER 6 Linear Mappings and Matrices

Thus,
kl _alkl +b1k2+clk3_
[y = | k2 and [v]s = | axky + brky + ks
k3 _Cl3k1 + b3k2 + C3k3 i
Accordingly,
a bl Cq kl _alkl +b1k2+clk3_
Plolg = |ay by | |k | = |ak +bk +cky | = [v]g
aj b3 C3 k3 _a3k1 + b3k2 + C3k3 ]

Finally, multiplying the equation [v]y = P[v], by P~!, we get
P_l[v]s = P_IP[U]S/ =1Iv]g = [v]g

The next theorem (proved in Problem 6.26) shows how a change of basis affects the matrix
representation of a linear operator.

THEOREM 6.7:  Let P be the change-of-basis matrix from a basis S to a basis S’ in a vector space V.
Then, for any linear operator 7 on V,

[T)g = P~'[T]sP

That is, if A and B are the matrix representations of 7 relative, respectively, to .S and
S’, then

B="P'4P

EXAMPLE 6.7 Consider the following two bases of R?:

E:{ela62363}:{(17070)? (0)1?0)3 <0’031>}
and S ={u,my,us} ={(1,0,1), (2,1,2), (1,2,2)}

The change-of-basis matrix P from E to S and its inverse P~! were obtained in Example 6.6.

(a) Write v = (1,3,5) as a linear combination of u;,u,,us, or, equivalently, find [v].
One way to do this is to directly solve the vector equation v = xu; + yu, + zus; that is,

1 1 2 1 x+2y+ z=1
3| =x|{0]| +y|1|+z]|2 or y+2z=3
5 1 2 2 X+2y+2z=5

The solutionis x=7, y=-5 z=4, sov="Tu —5u,+4u;.
On the other hand, we know that [v], = [1,3,5]", because E is the usual basis, and we already know P~!.
Therefore, by Theorem 6.6,

-2 =2 3 1 7
Wg=P '[],=] 2 1 =2||3|=]|-5
—1 0 1 5 4
Thus, again, v = Tu; — Su, + 4us.
1 3 -2
(b) Letd= |2 -4 1 |, which may be viewed as a linear operator on R®. Find the matrix B that represents 4
3 -1 2

relative to the basis S.
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The definition of the matrix representation of 4 relative to the basis S tells us to write each of A(u, ), 4(u,),
A(uy) as a linear combination of the basis vectors u;, u,,u; of S. This yields

A(Ml):(—1,3,5): llul _SU2+6M3 11 21 17
A(uy) = (1,2,9) = 21u; — 14u, + 8uj and hence, B= | -5 —-14 -8
A(u:;) = (3, _4,5) = 17“1 — 8@2 + 2”3 6 8 2

We emphasize that to find B, we need to solve three 3 x 3 systems of linear equations—one 3 x 3 system for
each of A(u;), A(uy), A(u3).
On the other hand, because we know P and P~!, we can use Theorem 6.7. That is,

-2 -2 31t 3 =27[1 2 1 121 17
B=P'4P=| 2 1 -2||2 -4 1[|0 1 2|=|-5 —14 -8
-1 0 1]|3 -1 2|1 2 2 6 8 2

This, as expected, gives the same result.

6.4 Similarity

Suppose 4 and B are square matrices for which there exists an invertible matrix P such that B = P~'4P;
then B is said to be similar to A, or B is said to be obtained from A4 by a similarity transformation. We
show (Problem 6.29) that similarity of matrices is an equivalence relation.

By Theorem 6.7 and the above remark, we have the following basic result.

THEOREM 6.8: Two matrices represent the same linear operator if and only if the matrices are
similar.

That is, all the matrix representations of a linear operator 7 form an equivalence class of similar
matrices.

A linear operator 7T is said to be diagonalizable if there exists a basis S of V' such that T is represented
by a diagonal matrix; the basis S is then said to diagonalize T. The preceding theorem gives us the
following result.

THEOREM 6.9: Let 4 be the matrix representation of a linear operator 7. Then T is diagonalizable
if and only if there exists an invertible matrix P such that P~'4P is a diagonal
matrix.

That is, T is diagonalizable if and only if its matrix representation can be diagonalized by a similarity
transformation.

We emphasize that not every operator is diagonalizable. However, we will show (Chapter 10) that
every linear operator can be represented by certain ‘‘standard’’ matrices called its normal or canonical
forms. Such a discussion will require some theory of fields, polynomials, and determinants.

Functions and Similar Matrices

Suppose f is a function on square matrices that assigns the same value to similar matrices; that is,
f(4) = f(B) whenever 4 is similar to B. Then f induces a function, also denoted by f, on linear operators
T in the following natural way. We define

f(T) :f<[T]S)

where § is any basis. By Theorem 6.8, the function is well defined.
The determinant (Chapter 8) is perhaps the most important example of such a function. The trace
(Section 2.7) is another important example of such a function.
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EXAMPLE 6.8 Consider the following linear operator F and bases E and S of R?:

F(x,y) = (2x + 3y, 4x —5y), E={(1,0), (0,1)}, S={(1,2), (2,5)}

By Example 6.1, the matrix representations of F' relative to the bases £ and S are, respectively,

2 3 52 129
A_L _5] and B_[—ZZ _55]

Using matrix 4, we have

(i) Determinant of F = det(4) = —10 — 12 = —22; (ii) Trace of F =tr(4d) =2 —-5=-3.

On the other hand, using matrix B, we have

(i) Determinant of F = det(B) = —2860 + 2838 = —22; (if) Trace of F =tr(B) =52 — 55 = -3.

As expected, both matrices yield the same result.

6.5 Matrices and General Linear Mappings

Last, we consider the general case of linear mappings from one vector space into another. Suppose V' and
U are vector spaces over the same field K and, say, dim V' = m and dim U = n. Furthermore, suppose

S={v,v5,..,V,} and S ={u,uy,...,u,}

are arbitrary but fixed bases, respectively, of V' and U.
Suppose F: ¥V — U is a linear mapping. Then the vectors F(v,), F(v,), ..., F(v,) belongto U,
and so each is a linear combination of the basis vectors in §'; say,

F(v) = ajuy +apuy + -+ ay,u,

F(vy) = ayuy + apuy + -+ + ay,u,,

DEFINITION: The transpose of the above matrix of coefficients, denoted by mg o (F) or [F|g g, is
called the matrix representation of F relative to the bases S and S'. [We will use the
simple notation m(F) and [F] when the bases are understood.]

The following theorem is analogous to Theorem 6.1 for linear operators (Problem 6.67).
THEOREM 6.10:  For any vector v € V, [Flg g[v]s = [F(v)]g-

That is, multiplying the coordinates of v in the basis S of V' by [F]|, we obtain the coordinates of F(v)
in the basis S’ of U.

Recall that for any vector spaces V' and U, the collection of all linear mappings from V" into U is a
vector space and is denoted by Hom(V, U). The following theorem is analogous to Theorem 6.2 for linear
operators, where now we let M = M, , denote the vector space of all m x n matrices (Problem 6.67).

THEOREM 6.11:  The mapping m:Hom(V,U) — M defined by m(F)=[F] is a vector space
isomorphism. That is, for any F, G € Hom(V, U) and any scalar %,
(i) m(F+G)=m(F)+m(G) or [F+G]=I[F]+[G]
(ii) m(kF) =km(F) or [kF] = k[F]
(iii) m is bijective (one-to-one and onto).
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Our next theorem is analogous to Theorem 6.3 for linear operators (Problem 6.67).
THEOREM 6.12: Let 5,5, 5" be bases of vector spaces V, U, W, respectively. Let F: V' — U and
G o U — W be linear mappings. Then
[G o F}S,S// - [G]S/,S” [F]S,S/
That is, relative to the appropriate bases, the matrix representation of the composition of two
mappings is the matrix product of the matrix representations of the individual mappings.

Next we show how the matrix representation of a linear mapping F: V' — U is affected when new
bases are selected (Problem 6.67).

THEOREM 6.13:  Let P be the change-of-basis matrix from a basis e to a basis ¢ in V, and let O be
the change-of-basis matrix from a basis f to a basis f” in U. Then, for any linear
map F:V — U,

[Flo.p = O7'[F. P

In other words, if 4 is the matrix representation of a linear mapping F relative to the bases e and f,
and B is the matrix representation of F relative to the bases ¢ and /7, then
B=07'4P
Our last theorem, proved in Problem 6.36, shows that any linear mapping from one vector space V'

into another vector space U can be represented by a very simple matrix. We note that this theorem is
analogous to Theorem 3.18 for m x n matrices.

THEOREM 6.14:  Let F: V' — U be linear and, say, rank(F) = r. Then there exist bases of V" and U
such that the matrix representation of F' has the form

I, 0
=15 3]
where [, is the r-square identity matrix.

The above matrix A4 is called the normal or canonical form of the linear map F.

SOLVED PROBLEMS

Matrix Representation of Linear Operators
6.1. Consider the linear mapping F:R?> — R? defined by F(x,y) = (3x +4y, 2x—5y) and the
following bases of R%:
E:{elae2}:{(170), (071)} and S:{ulﬂuZ}:{(172)7 (273)}

(a) Find the matrix 4 representing F' relative to the basis E.
(b) Find the matrix B representing F relative to the basis S.

(a) Because E is the usual basis, the rows of 4 are simply the coefficients in the components of F(x, y); that
is, using (a,b) = ae; + be,, we have

F(e)) = F(1,0) = (3,2) =3e, +2e, (3 4
Fley) = F(0.1) = (4,—5) — de, — e, ~ 2dsoA=15 s

Note that the coefficients of the basis vectors are written as columns in the matrix representation.
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(b) First find F(u,) and write it as a linear combination of the basis vectors u; and u,. We have

x+2p= 11

F(u;) =F(1,2) = (11,-8) = x(1,2) +»(2,3), and so 243y = -8

Solve the system to obtain x = —49, y = 30. Therefore,
F(u;) = —49u; + 30u,

Next find F(u,) and write it as a linear combination of the basis vectors u, and u,. We have

. . B . x+2y= 18
F(u,) = F(2,3) = (18,—11) = x(1,2) + »(2,3), and so 243y = —11
Solve for x and y to obtain x = —76, y = 47. Hence,
F(Mz) = _761/!1 —+ 47”2
. . . —-49 -76
Write the coefficients of #; and u, as columns to obtain B = 30 47
(b") Alternatively, one can first find the coordinates of an arbitrary vector (a, b) in R? relative to the basis S.
We have
. . xX+2y=a
(a,b) =x(1,2) +»(2,3) = (x + 2y, 2x+ 3y), and so 243y = b

Solve for x and y in terms of @ and b to get x = —3a + 2b, y = 2a — b. Thus,
(a,b) = (—3a +2b)u; + (2a — b)u,
Then use the formula for (a, b) to find the coordinates of F(u;) and F(u,) relative to S:

—49 76
30 47

F(u)) = F(1,2) = (11,-8) = —49u; + 30u,

Fluy) = F(2,3) = (18, =11) = —T6u, + 474, 2450 B= {

6.2. Consider the following linear operator G on R? and basis S:
Glx,y) = (2x =7y, 4x+3y) and  S={u,u,} ={(1,3), (2,5)}
(a) Find the matrix representation G|y of G relative to S.
(b) Verify [Gls[v]y = [G(v)]g for the vector v = (4,-3) in R%.

First find the coordinates of an arbitrary vector v = (@, b) in R? relative to the basis S. We

have
al |1 2 x+2y=a
M _XM +yM’ andso 5 b sy—b
Solve for x and y in terms of a and b to get x = —5a + 2b, y = 3a — b. Thus,
(a,b) = (=5a+2b)u; + (3a — b)u,, and so [v] = [-5a+2b, 3a—b]"
(a) Using the formula for (a,b) and G(x,y) = (2x — 7y, 4x + 3y), we have

G(uy) = G(1,3) = (—19,13) = 121u; — T0u,
5

1 dso (Gl | 120 201
G(u,) = G(2,5) = (=31,23) = 201u; — 116u,  ° s

—-70 —116

(We emphasize that the coefficients of #; and u, are written as columns, not rows, in the matrix representation.)
(b) Use the formula (a,b) = (—5a + 2b)u; + (3a — b)u, to get

v=(4,-3) = —26u; + 15u,
G(v) = G(4,-3) = (20,7) = —131u; + 80u,

Then [y =[-26,15]" and  [G(v)]g = [-131,80]"
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6.3.

6.4.

6.5.

Accordingly,
ol = | 5 %) ie] = | =l

(This is expected from Theorem 6.1.)

Consider the following 2 x 2 matrix 4 and basis S of R%:

8] s smw - {[ 2] [2])

The matrix 4 defines a linear operator on R%. Find the matrix B that represents the mapping 4
relative to the basis S.
First find the coordinates of an arbitrary vector (a,b)” with respect to the basis S. We have

al _ 1 3 x+3y=a

RS R ] R

Solve for x and y in terms of @ and b to obtain x = 7a + 3b, y = —2a — b. Thus,
(a,b)" = (Ta +3b)u, + (—2a — b)u,

Then use the formula for (a, b)T to find the coordinates of Au; and Au, relative to the basis S:

[ ][] e

s 6)[-2] |7
auy =2 M 2 =172 = camsuy 47
27 s e)[-7) T l2r] T T

Writing the coordinates as columns yields

—63 —235
B_[ 19 71]

Find the matrix representation of each of the following linear operators F on R? relative to the
usual basis £ = {e,, e,,e;} of R®; that is, find [F] = [F],:

(a) F defined by F(x,y,z) = (x + 2y — 3z, 4x — 5y — 6z, 7x + 8y + 9z).

1 11
(b) F defined by the 3 x 3 matrix 4 = |2 3 4
5 55

(c) F defined by F(e;) = (1,3,5),F(ey) = (2,4,6), F(e3) = (7,7,7). (Theorem 5.2 states that a
linear map is completely defined by its action on the vectors in a basis.)

(a) Because E is the usual basis, simply write the coefficients of the components of F(x,y,z) as rows:
1 2 -3
[F]=|4 -5 -6
7 8 9

(b) Because E is the usual basis, [F] = 4, the matrix A itself.

(c) Here
F(e)) =(1,3,5) = e, +3e, + 5e, 1 2 7
F(ey) = (2,4,6) = 2e, + 4e, + 6e; and so [F]l=13 4 7
Fley) = (7,7,7) =Te, + Te, + Te, 5 6 7

That is, the columns of [F] are the images of the usual basis vectors.

Let G be the linear operator on R® defined by G(x,y,z) = (2y +z, x — 4y, 3x).

(a) Find the matrix representation of G relative to the basis
S={w;,w,w3} ={(1,1,1), (1,1,0), (1,0,0)}

(b) Verify that [G][v] = [G(v)] for any vector v in R®.
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First find the coordinates of an arbitrary vector (a, b, c) € R?® with respect to the basis S. Write (a, b, c) as
a linear combination of w;, w,, w; using unknown scalars x,y, and z:
(a,b,¢) =x(1,1,1) +y(1,1,0) +z(1,0,0) = (x +y +z, x+y, x)
Set corresponding components equal to each other to obtain the system of equations

X+y+z=a, xX+y=2b, x=c
Solve the system for x,y, z in terms of a,b, c to find x=¢, y=b—c¢, z=a—b. Thus,

(a,b,c) =cwy + (b —c)wy + (a — b)ws, or equivalently, [(a,b,c)] =c, b—c, a—b]"
(a) Because G(x,y,z) = 2y +z, x — 4y, 3x),

(Wl)f (17171) (3 -3 3)73W1—6)C2+6X3
G(WZ) (17170) ( -3 3) :3W1 —6W2+5W3
G(ws) = G(1,0,0) = (0, 1,3) = 3w; — 2w, — w;
)

Write the coordinates G(w,), G(w,), G(w3) as columns to get

33 3
Gl=|-6 -6 —2
6 5 -1

b) Write G(v) as a linear combination of w,, w,, ws;, where v = (a, b, ¢) is an arbitrary vector in R,
1, W2, W3 ry

G(v) = G(a,b,c) = (2b+ ¢, a —4b, 3a) =3aw, + (—2a — 4b)w, + (—a + 6b + c)ws
or equivalently,

[G(v)] = [3a, —2a —4b, —a+6b+c]"

3 3 3 c
[G][v] = [—6 —6 —2:| {b—c] =
6 5 1] |a—-b

6.6. Consider the following 3 x 3 matrix 4 and basis S of R*:

Accordingly,

—a+6b+c

3a
—2a —4b ] = [G(v)]

1 -2 1 1 0 1
A: 3 _1 O al’ld S:{ul,uz,u?,}: 1 5 1 5 2
1 4 -2 1 3

The matrix 4 defines a linear operator on R®. Find the matrix B that represents the mapping 4
relative to the basis S. (Recall that 4 represents itself relative to the usual basis of R>.)
First find the coordinates of an arbitrary vector (a,b,c) in R® with respect to the basis S. We have

a 1 0 1 x4+ z=a
bl =x|1|+y|1|+z|2 or xX+y+2z=0>
c 1 1 3 x+y+3z=c

Solve for x,y,z in terms of a, b, ¢ to get
x=a+b—c, y=—a+2b—c, z=c—b
thus, (a,b,¢)" = (a+b—c)uy + (—a +2b— c)u, + (¢ — b)uy
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Then use the formula for (a, b, c)T to find the coordinates of Au,, Au,, Au; relative to the basis S:

A(ul):A(171a1)T:(072»3)T = —u; + Uy +uy -1 -4 =2
Auy) = A(1,1,0)" = (=1,-1,2)" = —4u; —3uy +3u; so  B=| 1 -3 -1
A) =4(1,2,3)" = (0,1,3)" = —2u; —u, +2u5 13 2

6.7. For each of the following linear transformations (operators) L on R?, find the matrix 4 that
represents L (relative to the usual basis of R?):

(a) L is defined by L(1,0) = (2,4) and L(0,1) = (5, 8).
(b) L is the rotation in R? counterclockwise by 90°.
(c) L is the reflection in R? about the line y = —x.

(a) Because {(1,0), (0,1)} is the usual basis of R?, write their images under L as columns to get

2 5
=13l
(b) Under the rotation L, we have L(1,0) = (0,1) and L(0,1) = (—1,0). Thus,
0 -1
=0
(c) Under the reflection L, we have L(1,0) = (0, —1) and L(0,1) = (—1,0). Thus,
0 -1
=)

6.8. The set S = {e¥, te¥, t*¢*} is a basis of a vector space V of functions f:R — R. Let D be the
differential operator on V; that is, D( /) = df /dt. Find the matrix representation of D relative to

the basis S.
Find the image of each basis function:
D(¥) =3e¥ =3(e¥) + 0(te¥) + 0(£2e*) 310
D(te’) =& +3te¥ = 1(e¥) + 3(te¥) + 0(2e>) and thus, Dj=1(0 3 2
D(e) =2t + 3™ = 0(e¥) + 2(1e¥) + 3(2e™) 0 0 3

6.9. Prove Theorem 6.1: Let 7: V' — V be a linear operator, and let S be a (finite) basis of V. Then, for
any vector v in V, [T|¢[v]g = [T (v)]s.
Suppose S = {u,,u,,...,u,}, and suppose, for i =1,...,n,

n
T(u;) = apuy + apuy + -+ azu, = Y au
Jj=1

Then [T}y is the n-square matrix whose jth row is

(ayj, @y - - -5 ayy) (1)
Now suppose
n
v="rku +kuy + -+ ku, = kg
i=1

Writing a column vector as the transpose of a row vector, we have

[W]g = [ky, hyy -y )" (2)
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6.10.

6.11.

Furthermore, using the linearity of 7,

T(v) T<Zn:klul) ikj@:ik,(iayu)

i=1 i=1 i=1 j=1

n n n
Z <Z alj 1) j = Z (aljkl + aij2 +ot anjkn)

Jj=1 \i=l1 j=1

Thus, [T(v)]g is the column vector whose jth entry is
ayky + ayk, + - + a,k, 3)

On the other hand, the jth entry of [T|s[v]¢ is obtained by multiplying the jth row of [T]; by [v]¢—that is
(1) by (2). But the product of (1) and (2) is (3). Hence, [T]¢[v]g and [T(v)]g have the same entries. Thus,

[Tls[vls = [T ()]s

Prove Theorem 6.2: Let S = {u;, u,,...,u,} be a basis for V over K, and let M be the algebra of
n-square matrices over K. Then the mapping m: A(V') — M defined by m(T) = [Ty is a vector
space isomorphism. That is, for any F, G € A(V) and any k € K, we have

(i) [F+G]=IF]+]qG], (i) [kF] = k[F], (iii) m is one-to-one and onto.
(i) Suppose, fori=1,...,n,

Fu) = au; and G(u;) = Y- byu;
Jj=1 Jj=1
Consider the matrices 4 = [;] and B = [b;]. Then [F] = A" and [G] = B". We have, for i =1,...,n,
(F + G)(w;) = F(u;) + G(u;) = Z(aij +by)u;

Jj=1
Because 4 + B is the matrix (a; + b;;), we have

[F+G)=(A+B)" =4" +B" = [F]+[G]
(i1)) Also, fori=1,...,n,
(kF)(u;) = kF(w;) =k Z au; = Z(kaij)uj
Because k4 is the matrix (ka;;), we have
[kF] = (ka)" = kA" = k[F)]

(i) Finally, m is one-to-one, because a linear mapping is completely determined by its values on a basis.
Also, m is onto, because matrix 4 = [a;] in M is the image of the linear operator,

F(u) = Zal”, i=1,...,n

Thus, the theorem is proved.

Prove Theorem 6.3: For any linear operators G, F € A(V), [G o F| = [G][F].
Using the notation in Problem 6.10, we have

(GoF)(w) = G(F()) = (z ) - S a6

=1 =1
Recall that AB is the matrix AB = [cy], where ¢;; = Z/ 1 @by Accordingly,
[GoF] = (4B)" = B A" = [G][F]

The theorem is proved.
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6.12. Let A4 be the matrix representation of a linear operator 7. Prove that, for any polynomial 1'(¢), we
have that f(4) is the matrix representation of /(7). [Thus, f(7) = 0 if and only if f(4) = 0.]

Let ¢ be the mapping that sends an operator T into its matrix representation 4. We need to prove that

¢(f(T)) =f(A). Suppose f(t) = a,t" + - -- + a;t + ay. The proof is by induction on n, the degree of £(¢).

Suppose n = 0. Recall that ¢(I') = I, where I’ is the identity mapping and 7 is the identity matrix. Thus,

D(f(T)) = ¢lapl’) = agp(I') = apl =f(4)

and so the theorem holds for n = 0.
Now assume the theorem holds for polynomials of degree less than n. Then, because ¢ is an algebra
isomorphism,

d(f(T) = p(a,T" +a, \T" "+ +a;T +ayl')
=a,p(T)(T" ") + ¢la, 7"+ +a; T+ ayl')
= a,AA" " 4 (a, A"+ a1 A+ ayl) = f(A)

and the theorem is proved.

Change of Basis

The coordinate vector [v]g in this section will always denote a column vector; that is,

{U]S = [a17a27 e »an]T
6.13. Consider the following bases of R*:

E:{elaEZ}:{(laO)’ (071)} and SZ{“D“Z}:{(L?’)v (134)}

(a) Find the change-of-basis matrix P from the usual basis £ to S.
(b) Find the change-of-basis matrix Q from S back to E.
(c) Find the coordinate vector [v] of v = (5, —3) relative to S.

(a) Because FE is the usual basis, simply write the basis vectors in S as columns: P = B ‘1‘]

(b) Method 1. Use the definition of the change-of-basis matrix. That is, express each vector in E as a
linear combination of the vectors in S. We do this by first finding the coordinates of an arbitrary vector
v = (a, b) relative to S. We have

X+ y=a

(@8) =+(1,3) +5(14) = (r+y. 3+ 4)  or ST

Solve for x and y to obtain x = 4a — b, y = —3a + b. Thus,
v=(4a — b)u, + (=3a+bu, and  [v]g = [(a,b)]g = [4a — b, —3a+b]"
Using the above formula for [v]; and writing the coordinates of the e; as columns yields

€] :(170): 41/!1—31/{2 o 4 -1
»=(0,1)=—u; + u and 0=13

Method 2. Because Q = P!, find P!, say by using the formula for the inverse of a 2 x 2 matrix.
Thus,
| 4 -1
Pl

(¢) Method 1. Write v as a linear combination of the vectors in S, say by using the above formula for
v = (a,b). We have v = (5, —3) = 23u; — 18u,, and so [v]; = [23, —18]".
Method 2. Use, from Theorem 6.6, the fact that [v]¢ = P~![v], and the fact that [v], = [5, 3"

ow-riae-[ 3 )3 [
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6.14. The vectors u, = (1,2,0), u, = (1,3,2), u3 = (0,1,3) form a basis S of R*. Find
(a) The change-of-basis matrix P from the usual basis E = {e;, e,,e3} to S.

(b) The change-of-basis matrix Q from S back to E. L1 0

(a) Because F is the usual basis, simply write the basis vectors of S as columns: P= |2 3 1
0 2 3

(b) Method 1. Express each basis vector of £ as a linear combination of the basis vectors of S by first
finding the coordinates of an arbitrary vector v = (a, b, ¢) relative to the basis S. We have

a 1 1 0 x4+ y =a
bl =x|2|4+y|3|+z|1 or 2x+3y+ z=5>b
c 0 2 3 2y+3z=c

Solve for x,y,z to get x=7a—-3b+c, y=—6a+3b—c, z=4a—2b+ c. Thus,
v=(a,b,c) = (7Ta —3b+ c)u; + (—6a + 3b — c)u, + (4a — 2b + ¢)us

or [vlg = [(a,b,¢)]g = [Ta—3b+c, —6a+3b—c, 4a—2b+ "

Using the above formula for [v] and then writing the coordinates of the e; as columns yields
e =(1,0,0) =  Tu; — 6u, + 4us 7 =3 1
ez = (07 1,0) = —3u1 + 3”2 — 2“3 and Q = _6 3 —1
e3=1(0,0,1)=  u— u,+ us 4 -2 1

Method 2. Find P! by row reducing M = [P, ] to the form [/, P!]:

110100 110100

M=1[2 3 110 1 0[~|0 1 1/-2 1 0

0 2 3,0 0 1 023,001
1101 00 1ool 7 -3 1
~l0 1 12 1 o0|l~]01 01-6 3 —1|=[P"
00 1, 4 —2 1 00 1, 4 -2 1
7 -3 1

Thus, =P '=|-6 3 -1

4 -2 1

6.15. Suppose the x-axis and y-axis in the plane R? are rotated counterclockwise 45° so that the new
x’-axis and y’-axis are along the line y = x and the line y = —x, respectively.

(a) Find the change-of-basis matrix P.

(b) Find the coordinates of the point A(5,6) under the given rotation.
(a) The unit vectors in the direction of the new x’- and y’-axes are

w=(AV2,1v2)  and  w, = (—1V2,1V2)

(The unit vectors in the direction of the original x and y axes are the usual basis of R?.) Thus, write the
coordinates of u; and u, as columns to obtain

P=

VI -4
VRN,
(b) Multiply the coordinates of the point by P~!:

V2 V2] 5] [4v2
[_; 2 ;ﬂHJ_hﬁ}

(Because P is orthogonal, P! is simply the transpose of P.)
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6.16. The vectors u; = (1,1,0), u, = (0,1, 1), u3 = (1,2,2) form a basis S of R?. Find the coordinates

6.17.

of an arbitrary vector v = (a, b, c) relative to the basis S.

Method 1. Express v as a linear combination of u,,u,,u; using unknowns x,y,z. We have
(@,b,¢) =x(1,1,0) +p(0,1,1) +2(1,2,2) = (x +2, x+y+2z, y+22)
this yields the system

X+ z=a X+ z=a X+ z=a
x+y+2z=5>b or y+ z=—a+b or y+z=—a+b
y+2z=c y+2zz=c z=a—-b+c

Solving by back-substitution yields x =b—c¢, y=—-2a+2b—c, z=a—b+c. Thus,
[Wg=1[p—¢, —2a+2b—¢, a—b+c]"

Method 2. Find P~! by row reducing M = [P,I] to the form [/, P~!], where P is the change-of-basis
matrix from the usual basis E to S or, in other words, the matrix whose columns are the basis vectors of S.

We have

'101:100 1o 1100

M=|112/010|~|0 1 1;,-1 10
01 2,0 0 1 012 001
(10 1000 Loolo 1 -1
~10 1 1, -1 1 0|~]0 1 0,2 2 —1|=[P"

00 1, 1 -1 1 00 1, 1 -1 1

[0 1 -1 0 1 —17Ta b—c
Thus, P '=|-2 2 —1| and [tfy=P '[v],=|-2 2 —1||b|=]|-2a+2b—c

| 1 -1 1 1 -1 1 c a—b+c
Consider the following bases of R*:

S:{ul’uz}:{(lv_z)a (33_4)} and S/:{vlav2}:{(173)a (3a8)}

(a) Find the coordinates of v = (a, b) relative to the basis S.

(b) Find the change-of-basis matrix P from S to .S’

(c) Find the coordinates of v = (a, b) relative to the basis §'.

(d) Find the change-of-basis matrix Q from S’ back to S.

(e) Verify Q=P L.

(f) Show that, for any vector v = (a,b) in R?, P~'[v]; = [v]g. (See Theorem 6.6.)

(a) Let v = xu; + yu, for unknowns x and y; that is,

al _. 1 n 3 or x+3y=a or x+3y=a
bl = 2| T -4 2x—dy=bh 2y=2a+b
Solve for x and y in terms of @ and b to get x = —2a —3b and y =a+$b. Thus,

(a,b) = (<2a —u, + (a+L1bju, or  [(a,b)]s=[-2a—3b, a+ip]"

(b) Use part (a) to write each of the basis vectors v; and v, of S’ as a linear combination of the basis vectors
u; and u, of S; that is,

v =(1,3) = (=2 =u; + (1 +Hu, = —Buy + 3w,
Uy = (378) = (_6 — 12)”1 + (3 +4)UZ = —18141 + 7U2
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Then P is the matrix whose columns are the coordinates of v, and v, relative to the basis S; that is,

—18
7
(c) Let v =xv; +yv, for unknown scalars x and y:

al |1 3 x+3y=a x+3y=a
M*x[s]”M o axygy=p —y=b-3a

o

P =

[NYI9Y '\"

Solve for x and y to get x = —8a + 3b and y = 3a — b. Thus,
(a,b) = (—8a+3b)v, + 3a —b)v, or  [(a,b)ly = [-8a+3b, 3a—0b]"

(d) Use part (c) to express each of the basis vectors #; and u, of S as a linear combination of the basis
vectors v; and v, of §":

ul = (1, —2) = (_8 — 6)'[}1 + (3 +2)U2 = —14U1 =+ 51}2
M2 = (3, _4) = (_24 — 12)1}1 —+ (9 +4)'Uz = _361}1 —+ 13'1)2

—14 —36}

Write the coordinates of #; and u, relative to S’ as columns to obtain Q = [ 5 13

—14 -36]|-% -18 1 0]
(e) QP:[ 5 13H 2% 7}={0 1_:1

(f) Use parts (a), (c), and (d) to obtain

—2a-3b
a+%b

P =gl = | 7' T

[

6.18. Suppose P is the change-of-basis matrix from a basis {u;} to a basis {w;}, and suppose Q is the
change-of-basis matrix from the basis {w;} back to {u;}. Prove that P is invertible and that
0=pr".

Suppose, for i = 1,2,...,n, that

n

w; = a;u; +a[2u2+...+ainun:2ayuj (1)
=
and, forj =1,2,...,n,
n
u; = bywy +bpwy + -+ byw, = kZl bjxwy (2)

Let A = [a;] and B = [b;]. Then P = A" and Q = B”. Substituting (2) into (1) yields

n n n n
W= a;j (kEl bjkwk) = < El aijbjk) Wk
= =

=1 k=1

Because {w;} is a basis, ) a;b; = 0y, where J; is the Kronecker delta; that is, 5, = 1 ifi = k but 6, =0
if i # k. Suppose AB = [c;]. Then ¢;, = d. Accordingly, AB = I, and so
OP=B"A" =B =1" =1
Thus, Q0 = P71,
6.19. Consider a finite sequence of vectors S = {u;,u,,...,u,}. Let S’ be the sequence of vectors
obtained from S by one of the following ‘elementary operations’’:

(1) Interchange two vectors.
(2) Multiply a vector by a nonzero scalar.
(3) Add a multiple of one vector to another vector.

Show that S and S’ span the same subspace W. Also, show that S’ is linearly independent if and
only if S is linearly independent.
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6.20.

6.21.

6.22.

Observe that, for each operation, the vectors S’ are linear combinations of vectors in S. Also, because
each operation has an inverse of the same type, each vector in S is a linear combination of vectors in §’.
Thus, S and S’ span the same subspace . Moreover, S’ is linearly independent if and only if dim W = n,
and this is true if and only if S is linearly independent.

Let 4 = [a;] and B = [b;;] be row equivalent m x n matrices over a field K, and let vy, v,, ..., v,
be any vectors in a vector space V over K. Fori =1,2,...,m, let u; and w; be defined by

u; =ay vy +apvy +--+a,v,  and  ow; =byvy +bpuy 4o+ by,

Show that {u,;} and {w;,} span the same subspace of V.

Applying an ‘‘elementary operation’” of Problem 6.19 to {u;} is equivalent to applying an elementary
row operation to the matrix 4. Because 4 and B are row equivalent, B can be obtained from A4 by a sequence
of elementary row operations. Hence, {w;} can be obtained from {u;} by the corresponding sequence of
operations. Accordingly, {u,;} and {w;} span the same space.

Suppose uy,u,,...,u, belong to a vector space V over a field K, and suppose P = [q;

;) is an
n-square matrix over K. Fori =1,2,...,n, let v; = a;ju; + apu, + - - - + a;,u,.

(a) Suppose P is invertible. Show that {u;} and {v;} span the same subspace of V. Hence, {u;} is
linearly independent if and only if {v,} is linearly independent.

(b) Suppose P is singular (not invertible). Show that {v;} is linearly dependent.

(c) Suppose {v;} is linearly independent. Show that P is invertible.

(a) Because P is invertible, it is row equivalent to the identity matrix /. Hence, by Problem 6.19, {v;} and

{u;} span the same subspace of V. Thus, one is linearly independent if and only if the other is linearly
independent.

(b) Because P is not invertible, it is row equivalent to a matrix with a zero row. This means {v;} spans a
substance that has a spanning set with less than n elements. Thus, {v;} is linearly dependent.

(c) This is the contrapositive of the statement of part (b), and so it follows from part (b).

Prove Theorem 6.6: Let P be the change-of-basis matrix from a basis S to a basis S’ in a vector
space V. Then, for any vector v € ¥, we have P[v]g = [v]5, and hence, P~'[v]g = [v]g.
Suppose S = {u;,...,u,} and 8" = {w,,...,w,}, and suppose, fori = 1,...,n,
n

Wi = anuy +aply + -+ gty =
=

Then P is the n-square matrix whose jth row is

(ayj,az), - - - ay) (1)
Also suppose v = kyw; + kyw, + -+ + k,w, = >_._, k;w;. Then
T
[U}S’ = [kl 9 k27 e )kn] (2)

Substituting for w; in the equation for v, we obtain

n n n n
v="> kw, = k,-( a,-juj> =3 (Za,-jk,) u;
i=1 =1 \j=1 j=1 \i=1
= Zl(aljkl +agiky + -+ ayik,)u;
=

Accordingly, [v]¢ is the column vector whose jth entry is
ayky + ayk, + - + ayk, 3)

On the other hand, the jth entry of P[v], is obtained by multiplying the jth row of P by [v]g—that is, (1) by
(2). However, the product of (1) and (2) is (3). Hence, P[v]g and [v]g have the same entries. Thus,
Plv]y = [v]g, as claimed.

Furthermore, multiplying the above by P! gives P~![v]g = P~1P[v]g = [v],.
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Linear Operators and Change of Basis

6.23. Consider the linear transformation F on R? defined by F(x,y) = (5x —y, 2x+y) and the

6.24.

following bases of R%:

E:{elaez}:{(lao)’ (071)} and S:{ula“2}:{<1a4)v (237)}
(a) Find the change-of-basis matrix P from £ to S and the change-of-basis matrix Q from S back
to E.
(b) Find the matrix A that represents F in the basis E.
(¢) Find the matrix B that represents F in the basis S.

(a) Because E is the usual basis, simply write the vectors in S as columns to obtain the change-of-basis
matrix P. Recall, also, that O = P~!. Thus,

P:[i ﬂ and Q:Pilz{_z1 7?}

(b) Write the coefficients of x and y in F(x,y) = (5x —y, 2x +y) as rows to get

S

(c) Method 1. Find the coordinates of F(u,) and F(u,) relative to the basis S. This may be done by first
finding the coordinates of an arbitrary vector (a,b) in R? relative to the basis S. We have

xX+2y=a

(a,b) =x(1,4)+y(2,7) = (x + 2y, 4x+Ty), and so A+ Ty=b

Solve for x and y in terms of @ and b to get x = —7a +2b, y =4a — b. Then
(a,b) = (—7a + 2b)u; + (4a — b)u,
Now use the formula for (a, b) to obtain
F(ul):F(l74):(l,6) =5u1—2u2 _ 5 1
Flug) =FR7) =31 = w+ w95 F7
Method 2. By Theorem 6.7, B = P~'AP. Thus,

e | | B

2 3 . . . . .
} . Find the matrix B that represents the linear operator 4 relative to the basis

4 —1
S = {u;,u,} = {[1,3]", [2,5]"}. [Recall 4 defines a linear operator 4: R> — R? relative to the
usual basis E of R?].

LetA:{

Method 1. Find the coordinates of 4(u;) and 4 (u,) relative to the basis S by first finding the coordinates
of an arbitrary vector [a,5]” in R? relative to the basis S. By Problem 6.2,

[a,b]" = (=5a + 2b)u, + (3a — b)u,

Using the formula for [a, )", we obtain

2 371 11
2 3712 19
and A(uy) = 4 _1lls| =] 5= —89%u, + 54u,
—-53 -89
Thus, =
{ 32 54}

Method 2. Use B = P~!4P, where P is the change-of-basis matrix from the usual basis E to S. Thus,
simply write the vectors in S (as columns) to obtain the change-of-basis matrix P and then use the formula
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6.25.

6.26.

for P~!. This gives

B2 W e

35 3 -1
B 12772 3][-5 2 —53 -89
Then B=P AP = =
3 5114 -1 3 -1 32 54
1 3 1
Letd= |2 5 —4|. Find the matrix B that represents the linear operator A relative to the
1 -2 2
basis

S = {uy,up,usy = {[1,1,0]", [0,1,1]", [1,2,2]"}

[Recall A that defines a linear operator 4: R® — R relative to the usual basis £ of R>.]

Method 1. Find the coordinates of A(u;), A(u,), A(us) relative to the basis S by first finding the
coordinates of an arbitrary vector v = (a, b,c) in R? relative to the basis S. By Problem 6.16,
[Wg=0b—-cu+(—2a+2b—c)uy+ (a—b+c)us

]T

Using this formula for [a,b,¢c|", we obtain

Aluy) = [4,7,—1]" = 8uy + Tuy — 5uy,  A(up) = [4,1,0]" = u; — 6u, + 3us
A(uz) = [9,4,1)" = 3u; — 1lu, + 6uy

Writing the coefficients of u,,u,, u; as columns yields

8 1 3
B = 7 -6 -—11
-5 3 6

Method 2. Use B = P~4P, where P is the change-of-basis matrix from the usual basis £ to S. The matrix
P (whose columns are simply the vectors in S) and P~! appear in Problem 6.16. Thus,

0 1 —17[t 3 171 0 1 8 1 3
B=P'4P=|-2 2 —1||2 5 —4||1 1 2= 7 -6 -—11
1 -1 1|1 =2 2|0 1 2 -5 3 6

Prove Theorem 6.7: Let P be the change-of-basis matrix from a basis S to a basis S’ in a vector
space V. Then, for any linear operator T on V, [T]g = P~'[T|¢P.
Let v be a vector in V. Then, by Theorem 6.6, P[v], = [v]5. Therefore,

Pil[T}sP[”]s/ = Pil[T}s[U]s = Pil[T(U)]S = [T(v)]g
But [T [v]g = [T(v)]g. Hence,
P_I[T]SPMS' = [Tlg[v]y

Because the mapping v+ [v]y is onto K", we have P![T]|;PX = [T]gX for every X € K". Thus,
P~V T|gP = [T]g, as claimed.

Similarity of Matrices

6.27.

3 6 3 4
(a) Find B =P'4P. (b) Verity tr(B) = tr(4). (c) Verify det(B) = det(A4).

Let 4 = {4 _2] and P = [1 2].

(a) First find P~! using the formula for the inverse of a 2 x 2 matrix. We have
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6.28.

6.29.

6.30.

Then
-2 114 -2 1 2 25 30
_ p—1 _ _
B=r A”*[ ; —%Hs 6H3 4H—%7 —ls}

(b) tr(4) =4+ 6 =10 and tr(B) =25 — 15 = 10. Hence, tr(B) = tr(4).
(c) det(4) =24 + 6 =30 and det(B) = —375 + 405 = 30. Hence, det(B) = det(4).

Find the trace of each of the linear transformations F on R* in Problem 6.4.
Find the trace (sum of the diagonal elements) of any matrix representation of F' such as the matrix
representation [F| = [F|. of F relative to the usual basis E given in Problem 6.4.

(a) tr(F) tr([F])=1-5+9=5.
() te(F) =tr([F]) =1+3+5=09.
(©) tr(F) tr([F]) =14+4+7=12.

Write 4 ~ B if A is similar to B—that is, if there exists an invertible matrix P such that
A = P~'BP. Prove that ~ is an equivalence relation (on square matrices); that is,

(a) A=A, for every A. (b) If 4~ B, then B~ A.
(c) fA=Band B~ C, then 4 =~ C.

(a) The identity matrix 7 is invertible, and /~! = I. Because 4 = I~'4I, we have 4 ~ A.

(b) Because A ~ B, there exists an invertible matrix P such that A= P 'BP. Hence,
B =PAP' = (P~1)"'4P and P! is also invertible. Thus, B ~ A.

(c) Because 4 = B, there exists an invertible matrix P such that 4 = P~'BP, and as B = C, there exists an
invertible matrix Q such that B = Q~'CQ. Thus,

A4=P'BP=P 1 (Q'COP = (P"'Q7")C(QP) = (QP)'C(QP)
and QP is also invertible. Thus, 4 =~ C.

Suppose B is similar to 4, say B = P~'AP. Prove
(a) B" =P~ '4"P, and so B" is similar to 4".

(b) £(B) = P~'f(4)P, for any polynomial f(x), and so f(B) is similar to f(4).
(c) B is aroot of a polynomial g(x) if and only if 4 is a root of g(x).

(a) The proof is by induction on ». The result holds for n = 1 by hypothesis. Suppose n > 1 and the result
holds for n — 1. Then

B"=BB"' = (P'AP)(P"'4""'P) = P7'4"P

(b) Suppose f(x) = a,x" + -+ + a;x + a,. Using the left and right distributive laws and part (a), we have
PUf(A)P = P~ (@, 4" + -+ a A + a,] )P
=P '(a,A")P+ -+ P (ajA)P + P~ (ay])P
=a,(P'A"P) + - + a,(P"'4P) 4 ay(P~'IP)
=a,B"+---+aB+ay =f(B)

(c) By part (b), g(B) = 0 if and only if P~'g(4)P = 0 if and only if g(4) = POP~! = 0.

Matrix Representations of General Linear Mappings
6.31. Let F:R® — R? be the linear map defined by F(x,y,z) = (3x +2y — 4z, x — 5y + 3z).

(a) Find the matrix of F in the following bases of R® and R?:
S ={w;,wy,w3} ={(1,1,1), (1,1,0), (1,0,0)} and S ={u,u} ={(1,3), (2,5)}
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(b) Verify Theorem 6.10: The action of F' is preserved by its matrix representation; that is, for any
v in R*, we have [Flg ¢ [v]g = [F(v)]g-

1,—1) = =7u; + 4u,
(5, —4) = —33u; + 19,
(3, l) = _131/[1 —+ 8”2

-7 =33 13
[F]SS’_{ 4 19 8}

(b) If v = (x,y,z), then, by Problem 6.5, v = zw, + (y — z)w, + (x — y)ws. Also,
F(v) = (3x+2y—4z, x—5y+3z) = (—13x — 20y + 26z)u; + (8x + 11y — 15z)u,

—13x — 20y + 26z
H I = ) — 4y - T d F " =
e, liy= (e yon v wd Pl = |
z
Thus, C[-7 =33 37| F | [—13x—20y+26z] _
[F]SvS’MS_[ 4 19 8 i_; | 8x41ly—15z = F)ls

6.32. Let F:R" — R” be the linear mapping defined as follows:
F<xlﬂx2? s 3xn) = (allxl T ayX,, anXp e ayX,, o, QX e+ amnxn)
(a) Show that the rows of the matrix [F] representing F relative to the usual bases of R” and R”
are the coefficients of the x; in the components of F(xi,...,x,).
(b) Find the matrix representation of each of the following linear mappings relative to the usual
basis of R":
(i) F:R?> — R? defined by F(x,y) = 3x —y, 2x+4y, 5x—6p).
(ii) F:R* — R? defined by F(x,y,s,t) = (3x —4y +2s — 5¢, 5x+ 7Ty —s—21).
(iii) F:R® — R* defined by F(x,y,z) = 2x +3y— 82z, x+y+z 4x—5z 6y).

(a) We have
F(l,o,...,o):(a117a21,...,aml) a ap . a,
F(O7 17 s 70) = (a127 azys - - - aamZ) and thllS, [F] — ar A R Ay
F(0,0,...,1) = (a1, a2 - - - s Q) Ay Aup - Ay
(b) By part (a), we need only look at the coefficients of the unknown x,y, ... in F(x,y,...). Thus,
3 -l 3 -4 2 -5 ? ? _?
R O R O i N P
0 6 0

2 5 3
6.33.LetA—L 4

where vectors are written as columns. Find the matrix [F] that represents the mapping relative to
the following bases of R* and R*:

] . Recall that 4 determines a mapping F: R* — R? defined by F(v) = Aw,

(a) The usual bases of R® and of R2.
(b) S= {W17W27W3} = {(17 17 1)7 (17 170)7 (17070)} and §' = {u17u2} = {(173)7 (275)}

(a) Relative to the usual bases, [F] is the matrix 4.
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(b) From Problem 9.2, (a,b) = (—5a + 2b)u; + (3a — b)u,. Thus,

%
2 5 =3 [4
Fov) =11 o Sl = [y =120 +8u
_1_ i
T
F()25731—7—41+24
Wy) = _4 7- - -_3 - Uy Uy
_0_
T
F()*25_30*2*8+5
e e 2 e  F Y A e
_0_
.. . . —12 —41 -8
Writing the coefficients of F(w,), F(w,), F(w;) as columns yields [F] = P

6.34. Consider the linear transformation 7 on R? defined by T(x,y) = (2x — 3y, x+4y) and the

6.35.

6.36.

following bases of R%:
E:{elae2}:{(170)a (071)} and S:{ul7u2}:{(173)7 (275)}

(a) Find the matrix A4 representing T relative to the bases £ and S.
(b) Find the matrix B representing 7 relative to the bases S and E.
(We can view T as a linear mapping from one space into another, each having its own basis.)

(a) From Problem 6.2, (a,b) = (—5a + 2b)u; + (3a — b)u,. Hence,

T(e) =T(1,0)=(2,1) = —8u;+ 5Su, [-8 23
T(e,) = T(0,1) = (~3.4) = 23u, — 13y, 40 A=) 5 13
(b) We have
T(ul):T(l,3):(—7,13) = _7el+13@2 o —7 —11
T(uy) = T(2.5) = (=11,22) = —11e, +22¢, 2450 B=1 13 )

How are the matrices 4 and B in Problem 6.34 related?

By Theorem 6.12, the matrices 4 and B are equivalent to each other; that is, there exist nonsingular
matrices P and Q such that B = O~ !4P, where P is the change-of-basis matrix from S to E, and Q is the
change-of-basis matrix from £ to S. Thus,

P—{l 2] Q—[is 2] Qfl_[l 2}
13 5) L3 1) 135
ZH—S —23H1 2}7[—7 —11]73
511 5 —13]13 5] |13 22]
Prove Theorem 6.14: Let F: V' — U be linear and, say, rank(F') = r. Then there exist bases V" and

of U such that the matrix representation of F' has the following form, where I, is the r-square
identity matrix:

1
and 0 lap = L

I. 0
A= |/

Suppose dim V' = m and dim U = n. Let W be the kernel of F and U’ the image of F. We are given that
rank (F) = r. Hence, the dimension of the kernel of F is m — r. Let {w,...,w,,_,} be a basis of the kernel
of F and extend this to a basis of V:

{v1, 0y v Wiy oo Wyt

Set u; = F(vy), uy =F(v), ..., u, =F(v,)
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Then {u,...,u,} is a basis of U’, the image of F. Extend this to a basis of U, say
{ug, .ttty Uy}
Observe that
F(v)) =u =1lu;+0uy+---+0u.+Ou, g +---+Ou,
F(v,)  =uy=0u; +luy +---+0u. 4+ Ou,.; +---+ Ou,
F(v,) =u,=0u +0uy+- -+ lu,+0u. +- -+ 0u,
Fw;)) =0 =0u; +0uy+---+0u, +Ou.. +---+Ou,

F(w,_,) =0 =0u; +0uy + -+ Ou, + Ou,,; + -+ Ou,

Thus, the matrix of F' in the above bases has the required form.

SUPPLEMENTARY PROBLEMS

Matrices and Linear Operators

6.37.

6.38.

6.39.

6.40.

6.41.
6.42.

6.43.

Let F:R* — R? be defined by F(x,y) = (4x + 5y, 2x — y).

(a) Find the matrix 4 representing F in the usual basis E.

(b) Find the matrix B representing F in the basis S = {u;,u,} = {(1,4), (2,9)}.
(c) Find P such that B = P~'4P.

(d) For v=(a,b), find [v]g and [F(v)],. Verify that [F|;[v]g = [F(v)]s.

Let 4:R?> — R? be defined by the matrix 4 = B _H .

(a) Find the matrix B representing A relative to the basis § = {u;,u,} = {(1,3), (2,8)}. (Recall that 4
represents the mapping A relative to the usual basis E.)

(b) For v=(a,b), find [v]; and [4(v)]s.
For each linear transformation L on R?, find the matrix 4 representing L (relative to the usual basis of R2):

(a) L is the rotation in R? counterclockwise by 45°.

(b) L is the reflection in R? about the line y = x.

(c) L is defined by L(1,0) = (3,5) and L(0,1) = (7, -2).

(d) L is defined by L(1,1) = (3,7) and L(1,2) = (5, —4).

Find the matrix representing each linear transformation 7 on R? relative to the usual basis of R®:

@@ T(xyz)=xy0). (b Tyz)=( y+z x+y+2).
(¢) T(x,y,z)=(2x—Ty—4z, 3x+y+4z, 6x—8y+z).

Repeat Problem 6.40 using the basis S = {u;,uy,u5} = {(1,1,0), (1,2,3), (1,3,5)}.
Let L be the linear transformation on R> defined by
L(1,0,0) = (1,1,1), L(0,1,0) = (1,3,5), L(0,0,1) = (2,2,2)

(a) Find the matrix 4 representing L relative to the usual basis of R>.
(b) Find the matrix B representing L relative to the basis S in Problem 6.41.

Let D denote the differential operator; that is, D( f(¢)) = df /dt. Each of the following sets is a basis of a
vector space V of functions. Find the matrix representing D in each basis:

(@) {e,e¥, te*}. (b) {1,t,sin3¢ cos3t}. (c) {e’ te’ e},
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6.44.

6.45.

6.46.

Let D denote the differential operator on the vector space ¥ of functions with basis S = {sin 6, cos 6}.

(a) Find the matrix 4 = [Dlg.  (b) Use 4 to show that D is a zero of f(¢) = £* + 1.

Let 7 be the vector space of 2 x 2 matrices. Consider the following matrix M and usual basis £ of V:

a b I 0] (0 1 0 0 0 0
A U Y i R
Find the matrix representing each of the following linear operators 7" on V relative to E:

(a) T(A)=MA. (b) T(d)=AM. (c) T(4)=MA—AM.

Let 1,, and 0, denote the identity and zero operators, respectively, on a vector space V. Show that, for any
basis S of ¥, (a) [1,]g = I, the identity matrix. (b) [0y]g =0, the zero matrix.

Change of Basis

6.47.

6.48.

6.49.

6.50.

6.51.

Find the change-of-basis matrix P from the usual basis £ of R? to a basis S, the change-of-basis matrix O
from S back to E, and the coordinates of v = (a, b) relative to S, for the following bases S:

(@) S:{(LZ), (375)}~ (©) S:{(275)7 (377)}'
(b) S=A{(1,-3), 3,=8)}. (@ S5={(23), (4.5)}.

Consider the bases S = {(1,2), (2,3)} and 8" = {(1,3), (1,4)} of R?. Find the change-of-basis matrix:
(a) P from StoS. (b) Q from S’ back to S.

Suppose that the x-axis and y-axis in the plane R? are rotated counterclockwise 30° to yield new x’-axis and
y'-axis for the plane. Find

(a) The unit vectors in the direction of the new x’-axis and y’-axis.

(b) The change-of-basis matrix P for the new coordinate system.

(c) The new coordinates of the points A(1,3), B(2,—5), C(a,b).

Find the change-of-basis matrix P from the usual basis £ of R> to a basis S, the change-of-basis matrix Q
from S back to E, and the coordinates of v = (a, b, c) relative to S, where S consists of the vectors:

(a) ul:(1,1,0),u2:(0,1,2),u3:(0,1,1).
) u; =(1,0,1),u, = (1,1,2),u3 = (1,2,4).
© wu;=(1,2,1),u, =(1,3,4),u3 = (2,5,6).

Suppose S, S,,S; are bases of V. Let P and Q be the change-of-basis matrices, respectively, from S; to S,
and from S, to S;. Prove that PQ is the change-of-basis matrix from S; to S;.

Linear Operators and Change of Basis

6.52.

6.53.

Consider the linear operator F on R? defined by F(x,y) = (5x +y, 3x — 2y) and the following bases of R*:
§={(1,2), (2,3)} and  §'={(1,3), (1,4)}

(a) Find the matrix 4 representing F relative to the basis S.
(b) Find the matrix B representing F relative to the basis S'.
(¢) Find the change-of-basis matrix P from S to S'.

(d) How are 4 and B related?

1 -1
3 2
operator A relative to each of the following bases: (a) S = {(1,3)", (2,5)"}. () §$={(1,3)", 2,4)"}.

Let 4:R* — R? be defined by the matrix 4 = { } Find the matrix B that represents the linear
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6.54.

6.55.

Let F: R> — R? be defined by F(x,y) = (x — 3y, 2x — 4y). Find the matrix 4 that represents F relative to
each of the following bases: (a) S ={(2,5), (3,7)}. (b) S={(2,3), (4,5)}.

3 1
Let A:R® — R® be defined by the matrix 4 = 7 4 |. Find the matrix B that represents the linear
4 3
1

1
2
1
operator A relative to the basis § = {(1,1,1)", (0,1,1)", (1,2,3)"}.

Similarity of Matrices

6.56.

6.57.

6.58.

6.59.

6.60.

6.61.

1 1 1 -2
LetA—{2 73} andP—L 75}.

(@) Find B =P~ '4P. (b) Verify that tr(B) = tr(4). (c) Verify that det(B) = det(4).

Find the trace and determinant of each of the following linear maps on R?:

(@) F(x,y) = (2x—3y, 5x+4y). (b) G(x,y) = (ax + by, cx+dy).

Find the trace and determinant of each of the following linear maps on R>:

(@) F(x,y,z) = (x+3y, 3x—2z, x —4y —3z2).

(b) G(x,y,z) = (v + 3z, 2x — 4z, 5x+Tp).

Suppose S = {u;,u,} isabasisof ¥, and T: V — V is defined by T(u;) = 3u; — 2u, and T(uy) = u; + 4u,.
Suppose S' = {w,,w,} is a basis of V for which w; = u; + u, and w, = 2u; + 3u,.

(a) Find the matrices 4 and B representing 7 relative to the bases S and ', respectively.
(b) Find the matrix P such that B = P~14P.

Let A be a 2 x 2 matrix such that only 4 is similar to itself. Show that 4 is a scalar matrix, that is, that
a 0

A= .

Show that all matrices similar to an invertible matrix are invertible. More generally, show that similar

matrices have the same rank.

Matrix Representation of General Linear Mappings

6.62.

6.63.

6.64.

Find the matrix representation of each of the following linear maps relative to the usual basis for R”:
(@) F:R® — R? defined by F(x,y,z) = (2x — 4y + 9z, 5x + 3y — 22).
(b) F:R?> — R* defined by F(x,y) = (3x +4y, 5x —2y, x + 7y, 4x).
(c) F:R* — R defined by F(x;,x,,x3,%4) = 2X; + X, — 73 — X,.
Let G:R® — R? be defined by G(x,y,z) = (2x + 3y —z, 4x — y + 22).
(a) Find the matrix 4 representing G relative to the bases
S={(1,1,0), (1,2,3), (1,3,5)} and S ={(1,2), (2,3)}
(b) For any v= (a,b,c) in R?, find [v]; and [G(v)]y. (c) Verify that A[v]; = [G(v)]g-

Let H:R? — R? be defined by H(x,y) = (2x + 7y, x — 3y) and consider the following bases of R*:
S={(1,1), (1,2)} and S ={(1,4), (1,5)}

(a) Find the matrix 4 representing H relative to the bases S and S'.
(b) Find the matrix B representing H relative to the bases S’ and S.
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6.65.

6.66.

6.67.

Let F:R® — R? be defined by F(x,y,z) = 2x+y —z, 3x—2y+42).

(a) Find the matrix 4 representing F relative to the bases
s={(1,1,1), (1,1,0), (1,0,0)} and S'=(1,3), (1,4)}

(b) Verify that, for any v = (a,b,c) in R, 4[v]g = [F(v)]g.

Let S and S’ be bases of V, and let 1, be the identity mapping on V. Show that the matrix 4 representing
1, relative to the bases S and S’ is the inverse of the change-of-basis matrix P from S to §'; that is,
A=pP"

Prove (a) Theorem 6.10, (b) Theorem 6.11, (¢) Theorem 6.12, (d) Theorem 6.13. [Hint: See the proofs
of the analogous Theorems 6.1 (Problem 6.9), 6.2 (Problem 6.10), 6.3 (Problem 6.11), and 6.7
(Problem 6.26).]

Miscellaneous Problems

6.68.

6.69.

6.70.

Suppose F: V — V is linear. A subspace W of V is said to be invariant under F if F(W) C W. Suppose W is

invariant under F and dim W = r. Show that F has a block triangular matrix representation M = {Ié g}
where 4 is an » X r submatrix.

Suppose V' = U + W, and suppose U and V' are each invariant under a linear operator F: V' — V. Also,
suppose dim U = r and dim W = S. Show that F has a block diagonal matrix representation M = {A 0 }

. 0 B
where 4 and B are r X r and s X s submatrices.

Two linear operators F' and G on V are said to be similar if there exists an invertible linear operator 7 on V'
such that G = T~! o F o T. Prove

(a) F and G are similar if and only if, for any basis S of ¥V, [F] and [G], are similar matrices.

(b) If F is diagonalizable (similar to a diagonal matrix), then any similar matrix G is also diagonalizable.

ANSWERS TO SUPPLEMENTARY PROBLEMS

Notation: M = [R;; R,; ... represents a matrix M with rows R, R,,....

6.37. (a) A=1[4,5 2,—-1; (b) B=[220,487; —98,-217; (¢) P=][1,2; 4,9;
(d) [v]g=[9a—2b, —4a+b]" and [F(v)]g = [32a+47b, —14a —21b]"

6.38. (a) B=[-6,-28 4,15];
(b) [v]g = [4a—b,—3a+1b]" and [A(v)]; = [18a — 8b, 1(—13a+ 7b)]

6.39. (a) [v2,-v2 Vv2,v2);  (® [0,1; 1,0 (o [,7 5 -2J;

6.40. (@ [1,0,0; 0,1,0; 0,0,0; (b [0,0,1; 0,1,1; 1, 1,1];

6.41.

6.42.

6.43.

(©) [2,-7,—-4; 3,1,4; 6,-8,1]

(a) [1a375~ 077577107 0,3,6}, (b) [0,1,2, 71,2737 I:an]’
(c) [15,65,104; —49,-219,-351; 29,130,208]

@ [1,1,2; 1,3,2; 1,52; (b) [0; 2,14,22; 0,—5,—8]

(a)

1 . 0,02; (b [0,1,0,0; 0; 0,0,0,~3; 0,0,3,0]
© 5 . 0,0,5)
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6.44. (a) A=1[0,—-1; 1,0; (b) A>+1=0
6.45. (a) [a,0,b,0;

(¢) [0,—c¢,b,0; —-b,a—d,0,b; ¢,0,d—a,—c; 0,c,—b,0]

6.47. (a) [1,3; 2,5, [-5,3; 2,—1], [v=[-5a+3b, 2a-—5]";
(b) [1,3; -3,-8], [-8-3; 3,1, [vJ=[-8a—3b, 3a+b";
© [2.3; 57, [-7,3; 5-2, [v]=[-7a+3b, 5a—2b];;
(d) [2543 375]a [_%72; %7_1]7 [7}]:[_%a+2b7 %a_b]

6.48. 1) P=[3,5 -1,-2; () 0=[025 -1,-3

6.49. Here K = /3.
(a) %(Kal)v %(71,1();
(b) P=3[K,~1; LKJ
(c) JK+33k—1", 1pk-5-5k-2)", LK +b,bK —a)
6.50. P is the matrix whose columns are u,,u,,u;,Q = P! [v] = Qla, b,c]T.
& 0=1[1,0,0; 1,-1,1; -2,2,—1], [v] =[a, a—b+ec, —2a—|—2b—c]T;
(b) 0=10,-2,1; 2,3,-2; —1,—1,1], [v] =[-2b+c¢, 2a+4+3b—2c, —a—b+c
4 [v] =

7 . ]T.
(C) Q:[_2727_1; _77 7_1; 57_371]7

>

J

[2a+2b—c, —Ta+4b—c, 5a—3b+]

6.52. (a) [-23,-39; 15,26]; (b) [35,41; —27,-32]; (¢) [3,5 —1,-2]; (d) B=P 4P

6.53. (a) [28,47; —15,-25); (b) [I3,18; —13 —10]

6.54. (a) [43,60; —33,-46]; b 13,7, —5,-9]

6.55. [10,8,20; 13,11,28; —5,—4,—10]

6.56. (a) [—34,57; —19,32]; (b) tr(B) =tr(4) = -2; (c) det(B) =det(4) = -5
6.57. (a) tr(F) = 6,det(F) = 23; (b) tr(G) =a+d, det(G) = ad — bc

6.58. (a) tr(F) = -2, det(F)=13; (b) tr(G) =0, det(G) =22

6.59. (a) A=[3,1; —2,4, B=[811; —-2,—-1; (b) P=[1,2; 1,3

6.62. (a) [2,—4,9; 5,3,-2]; (b) [3,5,1,4; 4,-2,7,0]; © [2,1,-7,—1]

6.63. (a) [-9,1,4; 7,2,1]; (b) g=[-a+2b—c, 5a—-5b+2c, —3a+3b-— c”, and
[G(v)]g = 2a —11b+7¢, Tb—4c]"

6.64. (a) A=[47,85; —38,—69]; (b) B=][71,88; —41,—5I]

6.65. 4=3,11,5; —1,-8,-3]



Inner Product Spaces,
Orthogonality

7.1 Introduction

The definition of a vector space V' involves an arbitrary field K. Here we first restrict K to be the real field
R, in which case V is called a real vector space; in the last sections of this chapter, we extend our results
to the case where K is the complex field C, in which case V is called a complex vector space. Also, we
adopt the previous notation that

u, v, w are vectors in V'

a,b,c,k are scalars in K
Furthermore, the vector spaces V in this chapter have finite dimension unless otherwise stated or implied.
Recall that the concepts of “‘length’’ and ‘‘orthogonality’’ did not appear in the investigation of
arbitrary vector spaces ¥ (although they did appear in Section 1.4 on the spaces R” and C"). Here we

place an additional structure on a vector space V' to obtain an inner product space, and in this context
these concepts are defined.

7.2 Inner Product Spaces

We begin with a definition.

DEFINITION:  Let J be a real vector space. Suppose to each pair of vectors u, v € V there is assigned
a real number, denoted by (u, v). This function is called a (real) inner product on V if it
satisfies the following axioms:

[I,] (Linear Property): (au, + bu,, v) = a(u;,v) + b{u,,v).
L] (Symmetric Property): (u,v) = (v,u).
[l;] (Positive Definite Property): (u,u) > 0.; and (u,u) = 0 if and only if u = 0.

The vector space V' with an inner product is called a (real) inner product space.

Axiom [I;] states that an inner product function is linear in the first position. Using [I;] and the
symmetry axiom [I,], we obtain

(u, cv; +dvy) = {cvy +dvy, u) =c(vy,u) +d(vy,u) = c{u,v;) +d{u, v,)

That is, the inner product function is also linear in its second position. Combining these two properties
and using induction yields the following general formula:

<Zj:aiui, %:ijj> = zl: %:aibjw,-, v;)

@D
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That is, an inner product of linear combinations of vectors is equal to a linear combination of the inner
products of the vectors.

EXAMPLE 7.1 Let V' be a real inner product space. Then, by linearity,

<31/l1 — 4”2, 2'1)1 — 5’1)2 + 6U3> = 6<M1, 'l)1> — 15<M1, 'U2> + 18<M1, 'U3>
= 8(uy, v1) 4+ 20{uy, v3) — 24(uy, v3)

(2u — 5v, 4u+ 6v) = 8{u,u) + 12(u, v) — 20{v,u) — 30(v, v)
= 8(u,u) — 8(v,u) — 30(v, v)

Observe that in the last equation we have used the symmetry property that (u, v) = (v, u).
Remark: Axiom [I;] by itself implies (0,0) = (0v,0) = 0(v,0) = 0. Thus, [I;], [I,], [I5] are
equivalent to [I,], [I,], and the following axiom:
[I5] If u # 0, then (u, u) is positive.

That is, a function satisfying [I,], [I,], [I5] is an inner product.

Norm of a Vector
By the third axiom [I5] of an inner product, (u, ) is nonnegative for any vector u. Thus, its positive square
root exists. We use the notation

[[ul| =/ ut, u)

This nonnegative number is called the norm or length of u. The relation ||ul|* = (u,u) will be used
frequently.

Remark: If |lu|| = 1 or, equivalently, if (u,u) = 1, then u is called a unit vector and it is said to be
normalized. Every nonzero vector v in ¥ can be multiplied by the reciprocal of its length to obtain the
unit vector

. 1
V=10
[l

which is a positive multiple of v. This process is called normalizing v.

7.3 Examples of Inner Product Spaces

This section lists the main examples of inner product spaces used in this text.

Euclidean n-Space R"
Consider the vector space R". The dot product or scalar product in R" is defined by
u-v=ab +ab,+ - +a,b,

where u = (a;) and v = (b;). This function defines an inner product on R". The norm ||u|| of the vector
u = (a;) in this space is as follows:

lull = Ve u = \Ja? + a3+ + a2

On the other hand, by the Pythagorean theorem, the distance from the origin O in R? to a point
P(a,b,c) is given by va? + b? + ¢%. This is precisely the same as the above-defined norm of the
vector v = (a,b,c) in R®. Because the Pythagorean theorem is a consequence of the axioms of
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Euclidean geometry, the vector space R” with the above inner product and norm is called Euclidean
n-space. Although there are many ways to define an inner product on R", we shall assume this
inner product unless otherwise stated or implied. It is called the usual (or standard) inner product
on R”.

Remark: Frequently the vectors in R” will be represented by column vectors—that is, by n x 1
column matrices. In such a case, the formula

(u,v) =u"v
defines the usual inner product on R”.

EXAMPLE 7.2 Let u=(1,3,-4,2), v=(4,-2,2,1), w=(5,—-1,-2,6) in R%.

(a) Show (3u —2v,w) = 3{u,w) — 2(v, w).
By definition,

(uw)y=5-3+8+12=22 and (v,w) =20+2—-44+6=24
Note that 3u — 2v = (—5,13,—16,4). Thus,

Bu—2v, w)y=-25—13+32+24=18
As expected, 3(u, w) — 2(v, w) = 3(22) — 2(24) = 18 = (3u — 2v, w).

(b) Normalize u and v.
By definition,

[ul =VI+9+16+4=v30 and [o]|=vV16+4+4+1=5

We normalize u and v to obtain the following unit vectors in the directions of u and v, respectively:

1 ( 1 3 -4 2) d o <4 —221)
U=—u= , , , t=—v=[=,—,=,=
[u| V307130 /307 /30 [ v]] 5'5°5'5

Function Space C[a, b| and Polynomial Space P(t)

The notation Cla, b] is used to denote the vector space of all continuous functions on the closed interval
[a, b]—that is, where a < ¢t < b. The following defines an inner product on C[a, b], where f'(¢) and g(¢)
are functions in Cla, b):

b
(f.g) = j F(0g(t) dr

a

It is called the usual inner product on Cla,b).
The vector space P(7) of all polynomials is a subspace of C[a, b] for any interval [a, b], and hence, the
above is also an inner product on P(z).

EXAMPLE 7.3

Consider f(f) = 3t — 5 and g(¢) = #* in the polynomial space P(¢) with inner product

(f.8) = Jof(t)g(t) i,

(a) Find (f,g).
We have f(f)g(t) = 3> — 5¢2. Hence,

1 1
(r.8) = | G =) =3 =3¢ =ii=-

—_
—

¥
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(b) Find | f]| and [g]-
We have [f(1)]* = /(1) f(£) = 92 — 30t + 25 and [g(¢)]* = *. Then
1

1

1= () = [ (98 300425 @i =30 — 157 4 251] =13
0 0
1 1

2

lel = tg.) = | #ar=4r| =1

0 0
Therefore, || f]| = /13 and ||g|| = \/% = %\/5

Matrix Space M = M,, ,
Let M =M, ,, the vector space of all real m x n matrices. An inner product is defined on M by
(4,B) = tr(B" A)

where, as usual, tr( ) is the trace—the sum of the diagonal elements. If 4 = [q;] and B = [b,], then

(4,B) =te(B"4) =33 azb;  and  [A|* = (4,4) = >

i=1j=1 i=1j=1
That is, (4, B) is the sum of the products of the corresponding entries in 4 and B and, in particular, (4, 4)
is the sum of the squares of the entries of 4.
Hilbert Space
Let V be the vector space of all infinite sequences of real numbers (a;,a,, a3, . ..) satisfying

00

a?:a%%-a%nhm <00

i=1

that is, the sum converges. Addition and scalar multiplication are defined in /' componentwise; that is, if
u=(ay,a,...) and v=(by,b,,...)

then u+v=_(ay+by, ay+b,y, ...) and fu = (kay, kay, . ..)
An inner product is defined in v by

(u,v) = ayb; + a,by + - - -

The above sum converges absolutely for any pair of points in V. Hence, the inner product is well defined.
This inner product space is called /,-space or Hilbert space.

7.4 Cauchy-Schwarz Inequality, Applications

The following formula (proved in Problem 7.8) is called the Cauchy—Schwarz inequality or Schwarz
inequality. It is used in many branches of mathematics.

THEOREM 7.1:  (Cauchy—Schwarz) For any vectors # and v in an inner product space V,
2
(u,0)” < (w,u)(v,0) - or [(u, v)| < [fulff|v]]

Next we examine this inequality in specific cases.

EXAMPLE 7.4

(a) Consider any real numbers a,,...,qa,, b;,...,b,. Then, by the Cauchy—Schwarz inequality,
(a1by + azhy + -+ a,b,)’ < (a3 + -+ a2)(b} + -+ b2)

That is, (u- v)* < ||lul|*||v]|, where u = (a;) and v = (b,).
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(b) Let f and g be continuous functions on the unit interval [0, 1]. Then, by the Cauchy—Schwarz inequality,
2

Hlf(t)g(t) dr] <| 70 dzjl 2) d

0 0 0
That is, ((f,g))> < || f]*||vl]*>. Here V is the inner product space CI0, 1].
The next theorem (proved in Problem 7.9) gives the basic properties of a norm. The proof of the third
property requires the Cauchy—Schwarz inequality.

THEOREM 7.2: Let V be an inner product space. Then the norm in V satisfies the following
properties:
[N;] |lv|l > 0; and ||v|]| = 0 if and only if v = 0.
N2} [lkoll = [K][}ol]
N3] [ 4 ol < ffull + ]l
The property [N;] is called the triangle inequality, because if we view u + v as the side of the triangle

formed with sides u and v (as shown in Fig. 7-1), then [N;] states that the length of one side of a triangle
cannot be greater than the sum of the lengths of the other two sides.

u-+v

u
Triangle Inequality

Figure 7-1
Angle Between Vectors

For any nonzero vectors u and v in an inner product space V, the angle between u and v is defined to be
the angle 0 such that 0 < 6 < 7 and

(u, v)

cosf =
[[uel ]|

By the Cauchy—Schwartz inequality, —1 < cos < 1, and so the angle exists and is unique.

EXAMPLE 7.5
(a) Consider vectors u = (2,3,5) and v = (1, —4,3) in R®. Then

(u,0) =2 —-12415=5,  |u|| = vV4+9+25=138, o] = V1+16+9 =26

Then the angle 0 between u and v is given by

5
cost = ——
V38v26

Note that 0 is an acute angle, because cos 0 is positive.

(b) Let f(¢) =3t —5 and g(¢) = #* in the polynomial space P(¢) with inner product (f,g) = _folf(t)g(t) dt. By
Example 7.3,

(f.8)=—1, [/l = V13, lgll = $v/5
Then the “‘angle’” 0 between f and g is given by
-4 55
cosf = 12 =

(VI3)(V5)  12VI3V5

Note that 0 is an obtuse angle, because cos 0 is negative.
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7.5 Orthogonality

Let V' be an inner product space. The vectors u,v € V' are said to be orthogonal and u is said to be
orthogonal to v if

(u,v)y =0

The relation is clearly symmetric—if u is orthogonal to v, then (v, u) = 0, and so v is orthogonal to u. We
note that 0 € V' is orthogonal to every v € V, because

(0,v) = (0v,v) = 0{v,v) =0

Conversely, if u is orthogonal to every v € ¥, then (u,u) = 0 and hence u = 0 by [I5]. Observe that  and
v are orthogonal if and only if cos @ = 0, where 6 is the angle between u and v. Also, this is true if and
only if u and v are ‘‘perpendicular’—that is, 8 = n/2 (or 6 = 90°).

EXAMPLE 7.6
(a) Consider the vectors u = (1,1,1), v= (1,2, —3), w= (1,—4,3) in R>. Then
(u,v)y =14+2-3=0, (u,w)y =1-4+4+3=0, (o,w)y=1—-8-9=-16

Thus, u is orthogonal to v and w, but v and w are not orthogonal.

(b) Consider the functions sin ¢ and cos ¢ in the vector space C[—, 7] of continuous functions on the closed interval
[—7, 7]. Then

T
(sint,cost>zj sintcostdr =1 sin” ", =0—-0=
-7

Thus, sint and cos ¢ are orthogonal functions in the vector space C[—m, 7].
Remark: A vector w = (x;,x,,...,x,) is orthogonal to u = (a,a,,...,a,) in R" if
(u,w) = ayx; +ayx, +---+a,x,=0

That is, w is orthogonal to u if w satisfies a homogeneous equation whose coefficients are the elements
of u.

EXAMPLE 7.7 Find a nonzero vector w that is orthogonal to u; = (1,2, 1) and u, = (2,5,4) in R°.
Let w = (x,y,z). Then we want (u;,w) = 0 and (u,,w) = 0. This yields the homogeneous system
x+2y+ z=0 or x+2y+ z=0
2x+5y+4z=0 y+2z=0

Here z is the only free variable in the echelon system. Set z = 1 to obtain y = —2 and x = 3. Thus, w = (3, -2, 1) is
a desired nonzero vector orthogonal to u; and u,.

Any multiple of w will also be orthogonal to u; and u,. Normalizing w, we obtain the following unit vector
orthogonal to u; and u,:

Orthogonal Complements

Let S be a subset of an inner product space V. The orthogonal complement of S, denoted by S* (read S
perp’’) consists of those vectors in V' that are orthogonal to every vector u € S; that is,

St={veV: (vu) =0 forevery u € S}
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In particular, for a given vector u in V, we have
ut={veV: (vu) =0}

that is, u* consists of all vectors in V' that are orthogonal to the given vector u.
We show that S is a subspace of V. Clearly 0 € S*, because 0 is orthogonal to every vector in V. Now
suppose v, w € S*. Then, for any scalars a and b and any vector u € S, we have

(av+bw, u) =a(v,u) +bw,u)y=a-0+b-0=0
Thus, av+ bw € S+, and therefore S* is a subspace of V.
We state this result formally.

PROPOSITION 7.3:  Let S be a subset of a vector space V. Then S* is a subspace of V.

Remark 1: Suppose u is a nonzero vector in R®. Then there is a geometrical description of u'.
Specifically, u" is the plane in R? through the origin O and perpendicular to the vector u. This is shown
in Fig. 7-2.

Orthogonal Complement u*

Figure 7-2

Remark 2: Let /¥ be the solution space of an m x n homogeneous system AX = 0, where 4 = [a;)]
and X = [x;]. Recall that W may be viewed as the kernel of the linear mapping 4: R” — R™. Now we can
give another interpretation of W using the notion of orthogonality. Specifically, each solution vector
w = (x;,%,,...,x,) is orthogonal to each row of 4; hence, W is the orthogonal complement of the row
space of 4.

EXAMPLE 7.8 Find a basis for the subspace u" of R?, where u = (1,3, —4).

Note that u' consists of all vectors w = (x,y,z) such that (u,w) =0, or x + 3y — 4z = 0. The free variables
are y and z.

(1) Sety =1, z=0 to obtain the solution w; = (-3, 1,0).
(2) Sety =0, z=1 to obtain the solution w; = (4,0, 1).

The vectors w; and w, form a basis for the solution space of the equation, and hence a basis for u*.

Suppose W is a subspace of V. Then both # and W+ are subspaces of V. The next theorem, whose
proof (Problem 7.28) requires results of later sections, is a basic result in linear algebra.

THEOREM 7.4: Let W be a subspace of V. Then V is the direct sum of W and W+'; that is,
V=wagWwt.
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7.6 Orthogonal Sets and Bases

Consider a set S = {u;,u,, .. .,u,} of nonzero vectors in an inner product space V. S is called orthogonal
if each pair of vectors in S are orthogonal, and S is called orthonormal if S is orthogonal and each vector
in S has unit length. That is,

(i) Orthogonal: (u;,u;) =0 for i #j
0 fori#j

(ii) Orthonormal: (u;,u;) = { I for i—j

Normalizing an orthogonal set S refers to the process of multiplying each vector in S by the reciprocal of
its length in order to transform S into an orthonormal set of vectors.
The following theorems apply.

THEOREM 7.5:  Suppose S is an orthogonal set of nonzero vectors. Then S is linearly independent.

THEOREM 7.6:  (Pythagoras) Suppose {u;,u,,...,u,.} is an orthogonal set of vectors. Then

2 2 2 2
llur + 1+ - A I = [l 7+ Nl 4 - - + |

These theorems are proved in Problems 7.15 and 7.16, respectively. Here we prove the Pythagorean
theorem in the special and familiar case for two vectors. Specifically, suppose (u, v) = 0. Then

lu+o))* = (w4 v, u+ o) = (u,u) +2(u,v) + (v,v) = (w,u) + (v,v) = |[u]* + ||v||*

which gives our result.

EXAMPLE 7.9
(@) Let E = {e|,e5,e;} = {(1,0,0), (0,1,0), (0,0,1)} be the usual basis of Euclidean space R>. It is clear that
(e1,€,) = (e1,e3) = (e3,e3) =0 and (e1,€1) = (e2,€5) = (e3,€3) =1

Namely, E is an orthonormal basis of R?. More generally, the usual basis of R” is orthonormal for every 7.

(b) Let ¥V = C[—m, n] be the vector space of continuous functions on the interval —n < ¢ < m with inner product
defined by (f,g) = J“fnf (t)g(t) dt. Then the following is a classical example of an orthogonal set in V:

{1,cost,cos2t,cos3t,...,sint, sin2¢,sin 3¢, ...}

This orthogonal set plays a fundamental role in the theory of Fourier series.

Orthogonal Basis and Linear Combinations, Fourier Coefficients
Let S consist of the following three vectors in R*:
Uy :(1,2a1)a u2:(2713_4)7 U3:<3,—2,1)

The reader can verify that the vectors are orthogonal; hence, they are linearly independent. Thus, S is an
orthogonal basis of R>.

Suppose we want to write v = (7,1,9) as a linear combination of u,, u,, u;. First we set v as a linear
combination of u,,u,, u; using unknowns x,, x,,x; as follows:

U:xlu1+X2u2 +X3U3 or (7,1,9):x1(1,2,1)+x2(2,1,—4)+X3(3,—2,1) (*)
We can proceed in two ways.
METHOD 1:  Expand (*) (as in Chapter 3) to obtain the system
X1+2)C2+3X3:7, 2xl+X2—2X3:1, x1—4x2+x3:7

Solve the system by Gaussian elimination to obtain x; =3, x, = —1, x3 = 2. Thus,
v =3u; —u, + 2u;.
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METHOD 2: (This method uses the fact that the basis vectors are orthogonal, and the arithmetic is
much simpler.) If we take the inner product of each side of (*) with respect to u;, we get

<U7 ui>

(v, ;) = Qeyuy + X1y + X305, U;) or (v, ;) = x;{uy, u;) or X; =
(u;, u;)

Here two terms drop out, because u,, u,, u; are orthogonal. Accordingly,

(vyu;y  74+2+9 18 3 (vyuy) 144+1-36 =21
X1 = = = — = Xy = = =
) 144410 60 7 2T (upuy)  4+1416 0 21
(vuz)  21—-2+9 28

(us,u3)  9+4+1 14

=1

X3 =

Thus, again, we get v = 3u; — uy + 2u5.

The procedure in Method 2 is true in general. Namely, we have the following theorem (proved in
Problem 7.17).

THEOREM 7.7:  Let {u;,u,,...,u,} be an orthogonal basis of V. Then, for any v € V,

_ <Uvul> u <’Ua”2> u <’U,un>
BRI R S R TR
<”a“i>

Remark: The scalar k; = is called the Fourier coefficient of v with respect to u;, because it

<ui7ui>
is analogous to a coefficient in the Fourier series of a function. This scalar also has a geometric
interpretation, which is discussed below.

Projections

Let V' be an inner product space. Suppose w is a given nonzero vector in ¥, and suppose v is another
vector. We seek the “‘projection of v along w,”” which, as indicated in Fig. 7-3(a), will be the multiple cw
of w such that v = v — cw is orthogonal to w. This means

(v—cw, w)=0 or (v,w) —c{w,w) =0 or c=

p
a
/ v — proj (v, W)

/ proj (v, W) T
w

(b

Figure 7-3

Accordingly, the projection of v along w is denoted and defined by
(v, w)
(w, w)

proj(v,w) = cw =

Such a scalar ¢ is unique, and it is called the Fourier coefficient of v with respect to w or the component of
v along w.

The above notion is generalized as follows (see Problem 7.25).
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THEOREM 7.8:  Suppose wy,w,, ..., w, form an orthogonal set of nonzero vectors in V. Let v be any
vector in V. Define

/
vV=v—(cow; +cwy + -+ cw,)

where
e <’U, W1> cy = <U7 W2> c. — <Ua Wr>
(wi,wy)’ (wy, wy)” ’ (W)
Then «' is orthogonal to wy,w,, ..., w,.

Note that each ¢; in the above theorem is the component (Fourier coefficient) of v along the given w;.

Remark: The notion of the projection of a vector v € V' along a subspace W of V' is defined as
follows. By Theorem 7.4, V = W @ W+=. Hence, v may be expressed uniquely in the form

v=w+Ww, where weW and wewt

We define w to be the projection of v along W, and denote it by proj(v, W), as pictured in Fig. 7-2(b). In
particular, if W = span(w;, w,, ..., w,), where the w; form an orthogonal set, then

proj(v, W) = cywy + cow, + - -+ ¢,w,

Here ¢; is the component of v along w;, as above.

7.7 Gram-Schmidt Orthogonalization Process

Suppose {v;, vy,...,v,} is a basis of an inner product space V. One can use this basis to construct an
orthogonal basis {w;,w,,...,w,} of V as follows. Set
Wl - 'Ul
_ (v, wy)
Wy = Uy — Wy
(wy, wy)
Uy, W Vg3, W
W3—U3—<37 1>W1 <37 2> )
<W17W1> <W2?W2>
<’Unﬂwl> <’Un,W2> <vnvwn71>
w, =19 - Wy — - — Wn—1
<W17W1> <W27W2> <Wn—17Wn—1>
In other words, for £k = 2,3,...,n, we define
Wi = U = CaWi = CpoWp — =+ = Cp 1 Wi—1

where ¢;; = (v, w;)/(w;, w;) is the component of v, along w;. By Theorem 7.8, each w;, is orthogonal to
the preceeding w’s. Thus, w;, w,, ..., w, form an orthogonal basis for J as claimed. Normalizing each w;
will then yield an orthonormal basis for V.

The above construction is known as the Gram—Schmidt orthogonalization process. The following
remarks are in order.

Remark 1: Each vector w; is a linear combination of v, and the preceding w’s. Hence, one can
easily show, by induction, that each w; is a linear combination of v, v, ..., u,.

Remark 2: Because taking multiples of vectors does not affect orthogonality, it may be simpler in
hand calculations to clear fractions in any new w;, by multiplying w, by an appropriate scalar, before
obtaining the next wy_ .
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Remark 3: Suppose u;,u,,...,u, are linearly independent, and so they form a basis for
U = span(u;). Applying the Gram—Schmidt orthogonalization process to the u’s yields an orthogonal
basis for U.
The following theorems (proved in Problems 7.26 and 7.27) use the above algorithm and remarks.

THEOREM 7.9:  Let {v;,v,,...,v,} be any basis of an inner product space V. Then there exists an
orthonormal basis {u,,u,,...,u,} of V such that the change-of-basis matrix from
{v;} to {u;} is triangular; that is, for k = 1,...,n,

U = Ay U +ak2'U2 +- 1+ A Uy

THEOREM 7.10:  Suppose S = {w;,w,,...,w,} is an orthogonal basis for a subspace W of a vector
space V. Then one may extend S to an orthogonal basis for V; that is, one may find
vectors W, y, ..., w, such that {w;,w,,...,w,} is an orthogonal basis for V.

EXAMPLE 7.10 Apply the Gram—Schmidt orthogonalization process to find an orthogonal basis and
then an orthonormal basis for the subspace U of R* spanned by

v =(1,1,1,1), v, = (1,2,4,5), vy =(1,-3,—4,-2)
(1) First set w, = v; = (1,1,1,1).
(2) Compute
(3, wy) 12
(wi, wy) TRy

w = (-2,—-1,1,2)

Set w, = (—2,—1,1,2).
(3) Compute

(wom) | s (=8, (7
B )" D)2 T T2 M g = 6T )

Clear fractions to obtain wy = (—6,—17,—13, 14).

Thus, w;,w,,w; form an orthogonal basis for U. Normalize these vectors to obtain an orthonormal basis
{uy,uy,u3} of U. We have [[w,||> =4, [[w,|* = 10, [|jws]|* = 910, so

1 1 1
u =~ (1,1,1,1), ", = —— -
1=5( ) 27 /10 V910

2
EXAMPLE | 711 Let V be the wvector space of polynomials f(¢#) with inner product
(f.g) = [, f(t)g(r) dr. Apply the Gram—Schmidt orthogonalization process to {1,7,#,#} to find an
orthogonal basis { fy,1,,/,/3} with integer coefficients for P5(7).
Here we use the fact that, for » + s = n,

(=2,-1,1,2), Uy = (16,—17,—13,14)

tn+1

: _J2/(n+1) when niseven
n+1|, |0 when 7 is odd

1
(¢, = J " dt =
-1

(1) First set f, = 1.
(1)
(1,1)

(2) Compute t = ()=t—0=1¢ Setf, =t
(3) Compute

1)
(1, 1)

Multiply by 3 to obtain f;, = 31> = 1.

—~

-
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(4) Compute

(e, 1)
Y

=£ —0(1)—

(£, 32 —1)
(32 —1, 32 —-1)

(1) - (1) - (32— 1)

2 _ 3 _3
() =03t —1)=1 —xt
Multiply by 5 to obtain f; = 5/ — 3¢.
Thus, {1, ¢, 32 —1, 5 — 3¢} is the required orthogonal basis.

Remark: Normalizing the polynomials in Example 7.11 so that p(1) = 1 yields the polynomials
1, 1, 132 —1), 1(5¢ - 31)

These are the first four Legendre polynomials, which appear in the study of differential equations.

7.8 Orthogonal and Positive Definite Matrices

This section discusses two types of matrices that are closely related to real inner product spaces V. Here
vectors in R” will be represented by column vectors. Thus, (#,v) = u’ v denotes the inner product in
Euclidean space R”".

Orthogonal Matrices

A real matrix P is orthogonal if P is nonsingular and P~! = P”, or, in other words, if PPT = PTP =I.
First we recall (Theorem 2.6) an important characterization of such matrices.

THEOREM 7.11:  Let P be a real matrix. Then the following are equivalent: (a) P is orthogonal; (b)
the rows of P form an orthonormal set; (c) the columns of P form an orthonormal
set.

(This theorem is true only using the usual inner product on R”. It is not true if R" is given any other
inner product.)

EXAMPLE 7.12

V3 V3 1V3
(a) LetP= 0 1/ V2 1 /\/Z . The rows of P are orthogonal to each other and are unit vectors. Thus

2/v6 —1/v6 —1/V6

P is an orthogonal matrix.
(b) Let P be a 2 x 2 orthogonal matrix. Then, for some real number 0, we have

P—{ cos 0 smH] or p_ [cos@ sm@}

—sinf cosf sin@ —cosl

The following two theorems (proved in Problems 7.37 and 7.38) show important relationships
between orthogonal matrices and orthonormal bases of a real inner product space V.

THEOREM 7.12:  Suppose E = {e;} and E' = {¢}} are orthonormal bases of V. Let P be the change-
of-basis matrix from the basis E to the basis £’. Then P is orthogonal.

THEOREM 7.13:  Let {e|,...,e,} be an orthonormal basis of an inner product space V. Let P = [a;]
be an orthogonal matrix. Then the following n vectors form an orthonormal basis
for V:

/ .
e = ajey + ayey + -+ ayey, i=12...,n
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Positive Definite Matrices

Let A be a real symmetric matrix; that is, A7 = A. Then 4 is said to be positive definite if, for every
nonzero vector u in R”,

(u, Au) = u" Au >0

Algorithms to decide whether or not a matrix 4 is positive definite will be given in Chapter 12. However,
for 2 x 2 matrices, we have simple criteria that we state formally in the following theorem (proved in
Problem 7.43).

THEOREM 7.14: A 2 x 2 real symmetric matrix 4 = “ b] a b

il =15 d] is positive definite
if and only if the diagonal entries ¢ and d are positive and the determinant
|A| = ad — bc = ad — b?* is positive.

EXAMPLE 7.13 Consider the following symmetric matrices:

i-[i) e[S efn ]

A is not positive definite, because |[4| =4 — 9 = —5 is negative. B is not positive definite, because the diagonal
entry —3 is negative. However, C is positive definite, because the diagonal entries 1 and 5 are positive, and the
determinant |C| = 5 — 4 =1 is also positive.

The following theorem (proved in Problem 7.44) holds.

THEOREM 7.15:  Let 4 be a real positive definite matrix. Then the function (u, v) = u’ Av is an inner
product on R”.

Matrix Representation of an Inner Product (Optional)

Theorem 7.15 says that every positive definite matrix A determines an inner product on R”. This
subsection may be viewed as giving the converse of this result.
Let V be a real inner product space with basis S = {u,,u,,...,u,}. The matrix

A4 = [ay], where a; = (u;, u;)

is called the matrix representation of the inner product on V relative to the basis S.
Observe that 4 is symmetric, because the inner product is symmetric; that is, (u;,u;) = (4;,1;). Also, 4
depends on both the inner product on V' and the basis S for V. Moreover, if S is an orthogonal basis, then

A is diagonal, and if S is an orthonormal basis, then A4 is the identity matrix.

EXAMPLE 7.14 The vectors u; = (1,1,0), u, = (1,2,3), u; = (1,3,5) form a basis S for Euclidean
space R>. Find the matrix A that represents the inner product in R® relative to this basis S.

First compute each (u;,u;) to obtain

(wjup) =1+1+0=2, (up,u) =1+2+0=3, (uju3) =1+3+0=4
(uy, ) = 14+4+9 =14, (uy,uz) =14+ 6+ 15 =122, (uy,u3) =149 +25=235
2 3 4
Then 4= |3 14 22|. As expected, 4 is symmetric.
4 22 35

The following theorems (proved in Problems 7.45 and 7.46, respectively) hold.

THEOREM 7.16: Let 4 be the matrix representation of an inner product relative to basis S for V.
Then, for any vectors u, v € V, we have

(u, v) = [u] 4[]

where [u] and [v] denote the (column) coordinate vectors relative to the basis S.
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THEOREM 7.17:  Let 4 be the matrix representation of any inner product on V. Then 4 is a positive
definite matrix.

7.9 Complex Inner Product Spaces

This section considers vector spaces over the complex field C. First we recall some properties of the
complex numbers (Section 1.7), especially the relations between a complex number z = a + bi, where
a,b € R, and its complex conjugate z = a — bi:

s 2 g2 —_— = .
zZ=a +b°, lzZ| = Va? + b?, Z +z,=2{+7Z; 7125 = 212,

Also, z is real if and only if Z = z.

Ny
I
N

The following definition applies.

DEFINITION: Let V' be a vector space over C. Suppose to each pair of vectors, u,v € V' there is
assigned a complex number, denoted by (u, v). This function is called a (complex) inner
product on V if it satisfies the following axioms:

[[¥] (Linear Property) (au, + bu,, v) = a(uy,v) + b{u,, v)
[[¥] (Conjugate Symmetric Property) (u,v) = (v,u)
[I¥] (Positive Definite Property) (u,u) > 0; and (u,u) = 0 if and only if u = 0.

The vector space V' over C with an inner product is called a (complex) inner product space.
Observe that a complex inner product differs from the real case only in the second axiom [/5].
Axiom [/§] (Linear Property) is equivalent to the two conditions:

(a) <Ll1 + Uy, U> = <u17 U> + <u27 U>7 (b) <ku7 U> = k<u7 U>

On the other hand, applying [/§] and [/5], we obtain

(u, kv) = (kv,u) = k{v,u) = k{v,u) = k{u,v)

That is, we must take the conjugate of a complex number when it is taken out of the second position of a
complex inner product. In fact (Problem 7.47), the inner product is comjugate linear in the second
position; that is,

(u, avy + bvy) = alu,v;) + b{u, vy)

Combining linear in the first position and conjugate linear in the second position, we obtain, by induction,
i J ij

The following remarks are in order.
Remark 1: Axiom [/}] by itself implies that (0,0) = (0v,0) = 0(v,0) = 0. Accordingly, [[}], [I5],
and [[}] are equivalent to [/§], [[5], and the following axiom:
[[%'] If u # 0, then (u,u) > 0.

That is, a function satisfying [I;], [I5], and [[#'] is a (complex) inner product on V.

Remark 2: By [I}], (u,u) = (u,u). Thus, (u,u) must be real. By [I%], (u,u) must be nonnegative,
and hence, its positive real square root exists. As with real inner product spaces, we define ||u|| = /(u, u)
to be the norm or length of u.

Remark 3: In addition to the norm, we define the notions of orthogonality, orthogonal comple-
ment, and orthogonal and orthonormal sets as before. In fact, the definitions of distance and Fourier
coefficient and projections are the same as in the real case.
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EXAMPLE 7.15 (Complex Euclidean Space C"). Let ' = C”, and let u = (z;) and v = (w;) be vectors in
C". Then

(u,v) = Y zWy = 2wy + 2w, + -+ - +2,W,
%

is an inner product on ¥, called the usual or standard inner product on C". V with this inner product is called
Complex Euclidean Space. We assume this inner product on C” unless otherwise stated or implied. Assuming u and
v are column vectors, the above inner product may be defined by

(u,v) =u'v

where, as with matrices, ¥ means the conjugate of each element of v. If  and v are real, we have w; = w;. In this
case, the inner product reduced to the analogous one on R”".

EXAMPLE 7.16
(a) Let V be the vector space of complex continuous functions on the (real) interval a < ¢ < b. Then the following
is the usual inner product on V:
b

(f.g) = j £ dr

a

(b) Let U be the vector space of m x n matrices over C. Suppose 4 = (z;;) and B = (w;;) are elements of U. Then
the following is the usual inner product on U:

m n
(4,B) =tr(B"4) = Z; leijz,-j
i=1j=
As usual, BY = BT; that is, BY is the conjugate transpose of B.
The following is a list of theorems for complex inner product spaces that are analogous to those for
the real case. Here a Hermitian matrix 4 (i.e., one where 47 = AT = 4) plays the same role that a
symmetric matrix 4 (i.e., one where A” = A) plays in the real case. (Theorem 7.18 is proved in
Problem 7.50.)
THEOREM 7.18:  (Cauchy—Schwarz) Let V' be a complex inner product space. Then

[(e, )| < lull[] o]
THEOREM 7.19:  Let W be a subspace of a complex inner product space V. Then V = W @ W+.

THEOREM 7.20:  Suppose {u;,u,,...,u,} is a basis for a complex inner product space V. Then, for
any v € V,
<va”1> <U? u2> <va un>

U= u; + Uy + -+ 77—
(uy,uy) 1 (uy, 1) 2 (U, u,) "

THEOREM 7.21:  Suppose {u,u,,...,u,} is a basis for a complex inner product space V. Let
4 = [ay] be the complex matrix defined by a; = (u;,u;). Then, for any u, v € ¥,

(u, v) = [u]"A[4]
where [u] and [v] are the coordinate column vectors in the given basis {u;}.
(Remark: This matrix A4 is said to represent the inner product on V.)

THEOREM 7.22: Let 4 be a Hermitian matrix (i.e., A7 = A7 = 4) such that XTAX is real and
positive for every nonzero vector X € C". Then (u, v) = u’ A% is an inner product
on C".

THEOREM 7.23:  Let A be the matrix that represents an inner product on V. Then 4 is Hermitian, and
XTAX is real and positive for any nonzero vector in C”.



CHAPTER 7 Inner Product Spaces, Orthogonality —@

7.10 Normed Vector Spaces (Optional)

We begin with a definition.

DEFINITION: Let V' be a real or complex vector space. Suppose to each v € V' there is assigned a real
number, denoted by ||v||. This function || -|| is called a norm on V if it satisfies the
following axioms:

[N;] |||l > 0; and ||v|| = 0 if and only if v = 0.
[No] kol = [&][lv]]-
N3] e+ ol < [ul| + [l]]-

A vector space V' with a norm is called a normed vector space.
Suppose V' is a normed vector space. The distance between two vectors u and v in V is denoted and
defined by

d(u, v) = |lu = o]

The following theorem (proved in Problem 7.56) is the main reason why d(u, v) is called the distance
between u and v.

THEOREM 7.24:  Let V be a normed vector space. Then the function d(u, v) = ||u — v|| satisfies the
following three axioms of a metric space:

M;] d(u,v) > 0; and d(u,v) = 0 if and only if u = v.
M,]  d(u,v) =d(v,u).
Ms]  d(u,v) < d(u,w)+d(w,v).

Normed Vector Spaces and Inner Product Spaces
Suppose V' is an inner product space. Recall that the norm of a vector v in V' is defined by

[oll = v/ (v, v)

One can prove (Theorem 7.2) that this norm satisfies [N,], [N,], and [N3]. Thus, every inner product space
V is a normed vector space. On the other hand, there may be norms on a vector space V' that do not come
from an inner product on ¥, as shown below.

Norms on R" and C"

The following define three important norms on R” and C”:

(@, -+ @)l = max(|a])
lar, - a)lly = lay| +lap| + - - + |a,|

2 2 2
lar-sa)lly =Vl +laf + -+ la,|

(Note that subscripts are used to distinguish between the three norms.) The norms || - ||, || - ||, and || - ||,
are called the infinity-norm, one-norm, and two-norm, respectively. Observe that || - ||, is the norm on R”
(respectively, C") induced by the usual inner product on R” (respectively, C"). We will let d_, d|, d,
denote the corresponding distance functions.

EXAMPLE 7.17 Consider vectors u = (1,—5,3) and v = (4,2, —3) in R°.

(a) The infinity norm chooses the maximum of the absolute values of the components. Hence,

lullo =5 and ol =4
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(b) The one-norm adds the absolute values of the components. Thus,

Jul, =1+5+3=9 and [jv], =4+2+3=9

(c) The two-norm is equal to the square root of the sum of the squares of the components (i.e., the norm induced by
the usual inner product on R*). Thus,

full, =vI+25+9=+v35 and  |v],=V16+4+9=129
(d) Because u—v=(1-4, —5-2, 34+3)=(-3,-7,6), we have
d(u,v) =17, dy(u,v) =3+7+6=16, dy(u,v) = V9 +49 +36 = V94

EXAMPLE 7.18 Consider the Cartesian plane R? shown in Fig. 7-4.

(a) Let D, be the set of points u = (x,y) in R? such that |||, = 1. Then D, consists of the points (x,y) such that
[l = x* +y* = 1. Thus, D, is the unit circle, as shown in Fig. 7-4.

Figure 7-4

b) Let D, be the set of points u = (x,y) in R? such that ||u||, = 1. Then D, consists of the points (x,y) such that
1
llull; = |x| + |y| = 1. Thus, D, is the diamond inside the unit circle, as shown in Fig. 7-4.

(c) Let D, be the set of points u = (x,y) in R? such that |ju|| , = 1. Then D; consists of the points (x,y) such that
[lu]l . = max(|x|, [y|) = 1. Thus, D; is the square circumscribing the unit circle, as shown in Fig. 7-4.

Norms on C|a, b]

Consider the vector space V = Cla, b] of real continuous functions on the interval a < ¢ < b. Recall that
the following defines an inner product on V:

b

(f.g) = j F(0)g(r) dr

a

Accordingly, the above inner product defines the following norm on V' = Cla, b] (which is analogous to
the | - ||, norm on R"):

b
11, = J P di

a
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The following define the other norms on V' = Cla, b):
b
114 :J |f(@®)dr and || f]|,, = max(|f(7)])

There are geometrical descriptions of these two norms and their corresponding distance functions, which
are described below.
The first norm is pictured in Fig. 7-5. Here

|| f1|; = area between the function | f| and the #-axis

d,(f,g) = area between the functions /" and g

D a

(@) [[ /1l is shaded. (b) di(f, g) is shaded.
Figure 7-5

S0 <)

\

\

This norm is analogous to the norm || - |, on R".

The second norm is pictured in Fig. 7-6. Here

Il f1l.. = maximum distance between /" and the 7-axis

d.(f,g) = maximum distance between f and g

This norm is analogous to the norms || - ||, on R”.
s
4(1)
£ /
p </ PR a <~ b
@ [fllo (b) dy(/ 9)
Figure 7-6

SOLVED PROBLEMS

Inner Products

7.1. Expand:
(@) (5u; + 8uy, 6v, — Tv,),
(b) (Bu+5v, 4u— 6v),
(©) ||2u — 30|

Use linearity in both positions and, when possible, symmetry, (u, v) = (v, u).
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7.2.

7.3.

7.4.

7.5.

(a) Take the inner product of each term on the left with each term on the right:
(Suy + Buy, 6v; = Tvy) = (Suy, 6vy) + (Sup, —7v,) + (8uy, 6v1) + (8uy, —7v,)
= 30<u17 U1> — 35<u17 'U2> + 48<M2, 'U1> — 56<M2, 112>
[Remark: Observe the similarity between the above expansion and the expansion (5a—8b)(6¢—7d) in
ordinary algebra.]
(b) (Bu+5v, 4u— 6v) = 12(u,u) — 18(u, v) + 20{v, u) — 30{v, v)
= 12(u,u) + 2(u, v) — 30(v, v)

(©) ||2u — 30| = (2u " 3u, 2u—3v) = 42<u, uy — 6(u, v) — 6(v,u) + (v, v)
= AJull” = 12(u, v) + 9| v]]

Consider vectors u = (1,2,4), v=(2,-3,5), w= (4,2,-3) in R®. Find
(@ wu-v, (b) u-w, (€ v-w, () (w+0v)-w () [ull, ) [

(a) Multiply corresponding components and add to get u- v =2 — 6 420 = 16.
b) u-w=4+4-12=—-4.

) v-w=8-6—-15=—-13.

(d) First find u+v=(3,-1,9). Then (u+v)-w=12—-2—27 = —17. Alternatively, using [I;],
(u+v) - w=u-wt+v-w=-4—-13=-17.
(e) First find Hu||2 by squaring the components of « and adding:

lulP =12 +22+4 = 1+4+16=21, andso [ul| = V21
(f) [lv]* =4 +9+25 =38, and so [|v]] = v/38.

Verify that the following defines an inner product in R*:

(u, v) = X1 — X137y — X1 + 3320, where u=(x1,%), v= 1)
We argue via matrices. We can write (u, v) in matrix notation as follows:

o 1

Because 4 is real and symmetric, we need only show that 4 is positive definite. The diagonal elements 1 and
3 are positive, and the determinant ||4|| =3 — 1 =2 is positive. Thus, by Theorem 7.14, 4 is positive
definite. Accordingly, by Theorem 7.15, (u, v) is an inner product.

Consider the vectors u = (1,5) and v = (3,4) in R?. Find

(a) (u,v) with respect to the usual inner product in R,

(b) (u, v) with respect to the inner product in R* in Problem 7.3.
(¢) ||v|| using the usual inner product in R?.

(d) ||v|| using the inner product in R? in Problem 7.3.

(@) (u,vy =3+20=23.

) (uyv)=1-3-1-4-5-343-5-4=3—-4—15+60=44.

(c) ||v||2 = (v,v) = ((3,4),(3,4)) =9+ 16 = 25; hence, |v]| = 5.

) |Jv)* = (v,v) = ((3,4),(3,4)) =9 — 12 — 12 + 48 = 33; hence, ||v] = v/33.

Consider the following polynomials in P(#) with the inner product ( f,g) = f()l f(t)g() dt:
f)=1+2, g(t) =3t-2, h(t) =7 —2t—3

(a) Find (f,g) and (f, h).
(b) Find || /]| and ||g].
(c) Normalize f and g.
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(a) Integrate as follows:
1

(f,g):J](t+2)(3t—2)dt:jl(3t2+4t—4)dt=<t3+2t2—41) =1
0 0 0
! R ! 37
<f,h):L(t+2)(t2—2t—3)dt:(4—2—6t>0 -
(b) (fS)=ht+2)(+2)di="  hence, | f]=\/2=1V57
1

)= [ Gr-2B-2 =1 bence, g = Vi1

(c) Because || f]| = %\/57 and g is already a unit vector, we have
1 3

71 :—\/ﬁ(tJrZ) and g=g=3t-2

f=

7.6. Find cos 0 where 0 is the angle between:

(@) u=(1,3,-5,4) and v = (2,-3,4,1) in R%,

(b) 4= [9 8 7} and B = [1 2 3},where (4,B) = tr(BTA).

6 5 4 4 5 6
u,v
Use cosH:u
([l Il
(a) Compute:
) =2-9-20+4=-23,  |uf =14+9+25+16=51, |’ =4+9+16+1=30
-2 -2
Thus, cosf = 3 3

V3IV30  3v/170
(b) Use (4,B) =tr(B"4) = 377", >, a;by, the sum of the products of corresponding entries.
(A,B) =9+ 16+ 21 + 24 +25 + 24 = 119

Use [|4||” = (4,4) = >7, > ay, the sum of the squares of all the elements of 4.

>

4> = (4,4) =9+ 8+ 72+ 6+ 52 +42 =271, andso 4| =271
IBIIP = (B,B) =12 4+22+32 44+ 52+ 6> =91, andso  |[B|| =91
119
Thus, cosl) = ——
V271191

7.7. Verify each of the following:

(a) Parallelogram Law (Fig. 7-7): |ju + v|* + |Ju — v||* = 2|Ju|* + 2| v|*.
(b) Polar form for (u,v) (which shows the inner product can be obtained from the norm function):
2 2
(u, v) = g (llu+ ol” = [l — v]|%).
Expand as follows to obtain
e+ vl = (u + v, 4+ v) = [Jul|* + 24, v) + [|v]|* (1)
2 2 2
[l = ol = (u = v,u = v) = |Jul|” = 2(u, v) + [|o]] (2)
Add (1) and (2) to get the Parallelogram Law (a). Subtract (2) from (1) to obtain
2 2
[+ 0l|” = [l = v]|” = 4(u, v)

Divide by 4 to obtain the (real) polar form (b).
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Figure 7-7

7.8. Prove Theorem 7.1 (Cauchy—Schwarz): For # and v in a real inner product space V,
(u,u) < (u,u)(v,0) or [(u,0)] < [lull]]v].
For any real number ¢,
(4 v, tu+v) =, u) + 26(u, v) + (v, v) = 2|ul]* + 2t(u, v) + ||v]*
Let a = |[u]®, b = 2(u, v), ¢ = ||v]|*. Because || + v||* > 0, we have
at* +bt+c¢>0

for every value of 7. This means that the quadratic polynomial cannot have two real roots, which implies that
b? —4ac < 0 or b* < 4ac. Thus,
2 20112
4u, v)” < Alu ||
Dividing by 4 gives our result.

7.9. Prove Theorem 7.2: The norm in an inner product space V satisfies
(@ [Ny] ||v|| > 0; and ||v|| = 0 if and only if v = 0.
(b) [N] [[kvl| = [k[|v]].
(©) [Ns] [Ju+ o] < [lull + o]l
(a) If v#£0, then (v,v) >0, and hence, ||v]| =+/(v,v) > 0. If v =0, then (0,0) = 0. Consequently,
0] = v/0 = 0. Thus, [N,] is true.
(b) We have ||kv||* = (kv, kv) = k*(v, v) = k2||v||*. Taking the square root of both sides gives [N,].
(c) Using the Cauchy—Schwarz inequality, we obtain
e+ vl = (u+ v, ) = () + () + (u, 0) + (v,)
< Nl + 2l ol + N0l = (llall + [[0]))*

Taking the square root of both sides yields [N;].

Orthogonality, Orthonormal Complements, Orthogonal Sets

7.10. Find k so that u = (1,2,k,3) and v = (3,k,7,—5) in R* are orthogonal.
First find
(u,v) = (1,2,k,3) - (3,k,7,—5) =3 + 2k + Tk — 15 = 9% — 12

Then set (u,v) = 9k — 12 = 0 to obtain k = §.

7.11. Let W be the subspace of R spanned by u = (1,2,3,—1,2) and v=(2,4,7,2,—1). Find a
basis of the orthogonal complement W+ of W.
We seek all vectors w = (x,,z,s,t) such that

w,u) = x+2y+3z— s+2t=0
(w,v) =2x+4y+7z4+2s— t=0
Eliminating x from the second equation, we find the equivalent system

x+2y+3z—54+2t=0
z+4s—-5t=0
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7.12.

7.13.

7.14.

7.15.

The free variables are y, s, and ¢. Therefore,
(1) Sety=—1,s=0, =0 to obtain the solution w, = (2,—1,0,0,0).
(2) Sety=0,s=1,¢=0 to find the solution w, = (13,0, —4,1,0).
(3) Sety=0,s=0, =1 to obtain the solution wy = (—17,0,5,0, 1).
The set {w;,w,,w;} is a basis of W+,
Let w = (1,2,3,1) be a vector in R*. Find an orthogonal basis for w'.

Find a nonzero solution of x + 2y 4+ 3z + ¢ = 0, say v; = (0,0, 1, —3). Now find a nonzero solution of
the system

x+2y+3z+1t=0, z—3t=0
say v, = (0,—5,3,1). Last, find a nonzero solution of the system
x+2y+3z4+1t=0, —Sy+3z41t=0, z—=3t=0

say v; = (—14,2,3,1). Thus, v, v,, v; form an orthogonal basis for w.

Let S consist of the following vectors in R*:
Uy = (17 170>_1)7 Uy = (1727 1’3)7 Uz = (17 17_972)7 Uy = (167_137 173)

(a) Show that S is orthogonal and a basis of R?.

(b) Find the coordinates of an arbitrary vector v = (a,b,c,d) in R* relative to the basis S.

(a) Compute
u cuy=14+2+0-3=0, ucuy =14+1+0-2=0, u cuy,=160—-134+0-3=0
Uy 3 =14+2-94+6=0, Uy -uy =160—-26+149 =0, Uy Uy =16—13-94+6=0
Thus, S is orthogonal, and S is linearly independent. Accordingly, S is a basis for R* because any four
linearly independent vectors form a basis of R*.

(b) Because S is orthogonal, we need only find the Fourier coefficients of v with respect to the basis vectors,

as in Theorem 7.7. Thus,

(vu;) a+b—d (v,u3) a+b—9c+2d

k - k =

P () 3 7 : (us, u3) 87

i _ {v,u) a+2b+c+3d i _ {vuy) 16a—13b+c+3d
27(1/{2,1/{2) B 15 ’ 4 <M4,1/l4>7 435

are the coordinates of v with respect to the basis S.

Suppose S, S}, S, are the subsets of V. Prove the following:

(a) S C S+,

(b) If S, C S,, then S5 C Si-.

(c) S+ = span (S).

(a) Let w € S. Then (w,v) = 0 for every v € S*; hence, w € S**. Accordingly, S C S++.

et w € S5-. Then (w,v) =0 for every v € S,. Because S; C S,, (w,v) =0 for every v =S,. Thus,
b) L S3-. Th 0 f S,. B S, CS, 0 f S;. Th
w € S, and hence, Sy C Si.

(c) Because S C span(S), part (b) gives us span(S)L C S*. Suppose u € S* and v € span(S). Then there
exist wy, Wy, ..., w, in S such that v = a;w; + ayw, + - - - + a,w;. Then, using u € S+, we have

(,0) = (u, ayw; +aywy + -+ apwy) = ay(u,wi) +ay(u,wy) + -+ + ag (u, wy)
=a,(0) +a,(0) +--- +a,(0) =0
Thus, u € span(S)L. Accordingly, S* C span(S)". Both inclusions give S+ = span(S)L.

Prove Theorem 7.5: Suppose S is an orthogonal set of nonzero vectors. Then S is linearly
independent.
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7.16.

7.17.

7.18.

Suppose S = {u,,u,,...,u,} and suppose
ajuy + axuy + -+ au, =0 (1)
Taking the inner product of (1) with u;, we get
0=(0,u) = (ayu; + ayup + -+ + au,, u,)
= a(uy,uy) + ay(uy, uy) + - + a,u,, uy)
=a(u,uy) +ay 0+ +a,0=a/u,u)

Because u; # 0, we have (u;,u;) # 0. Thus, a; = 0. Similarly, for i = 2, ..., r, taking the inner product of
(1) with u;,

0= <0’ ui) = (alul +-+ au,, ui>
= ay(uy,up) + -+ ap(ug, wp) + -+ @ (u up) = a;(ug, u;)

But (u;,u;) # 0, and hence, every a; = 0. Thus, S is linearly independent.

Prove Theorem 7.6 (Pythagoras): Suppose {u,,u,,...,u,.} is an orthogonal set of vectors. Then
2 2 2 2
llur +uz - w7 = g |7 4 oo 4 - - 4 [, |
Expanding the inner product, we have
oy +uy + - P =y Fuy+ o, w )
= <u17u1> + <u2,1/{2> et <ur’ur> + §<M”uj>
i

The theorem follows from the fact that (u;,u;) = ||u||* and (u;, u;) = 0 for i # j.

Prove Theorem 7.7: Let {u;,u,,...,u,} be an orthogonal basis of V. Then for any v € V,

o <U>ul> u <Uau2> u <Uaun>
O ) ) T )

Suppose v = kju; + kyuy + - - - + k,u,. Taking the inner product of both sides with u; yields

n

(vyuy) = (kyuy + kyuy + - + ku,, uy)
= ky (g, uy) + kg, ) + -+ oy (1)
=k (uy,uy) +hy - 04+ k- 0= Ky (uy,uy)

Thus, k, = (v, 1) . Similarly, fori =2,...,n,

<u17ul>

<’U, ui> = <k1ui +k2u2 + - +knun7 ui>
= ky (uy, w;) + by (g, ) + -+ + k(1)
=k -0+ +k(u,u) +- -+ k, - 0= k{u;,u;)

1" 1 7

Thus, k; = <(v, u,)> Substituting for %; in the equation v = kju; + - - - + k,u,, we obtain the desired result.
Uy, U;
Suppose E = {e},e,,...,e,} is an orthonormal basis of V. Prove

(a) For any u € V, we have u = (u,e,)e, + (u,ey)e, +--- + (u,e,)e,.
(b) (are; + - +ase,, biey+-- +bye,) =ab +ab,+---+a,b,
(c) For any u,v € ¥, we have (u,v) = (u,e;)(v,e;) + -+ (u,e,) (v, e,).
(a) Suppose u = kje; + ke, + - - - + k,e,. Taking the inner product of u with e,
(,e1) = (kie; +kyey + -+ + ke, e))
=kiler,e)) thleye) +--- + ke, e)
=k (1) +k(0)+ - +k,(0) =k
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Similarly, fori =2,...,n,
(ue;) = (kyey + -+ ke + -+ kye,, €;)
=kie;, &) + -+ ke, e) + -+ k(e e)
=k (0) (1) K (0) =K
Substituting (u, e;) for k; in the equation u = kje; + - - - + k,e,, we obtain the desired result.

(b) We have

i

n n n n
<z:1 ae;, Z:l bjej> = AZI aibj<el-7 ej> = z:l abi{e; e;) + Zaibj<e,-, ej>
i= j= ij= i=
But (e;,¢;) = 0 for i # j, and (e;, ¢;) = 1 for i = j. Hence, as required,
n n n
<Zaiei7 Zb/ej> => ab; =ab; +ab, +--- +a,b,
i=1 j=1 " i=1

(c) By part (a), we have
u= <u’el>el +"'+<uven>en and v = <Uvel>el +oeeet <vaen>en
Thus, by part (b),
<u7 7)) = <U, €1><U,€1> + <u7 €2><7), €2> +oet <u7 en><7}3 en>

Projections, Gram-Schmidt Algorithm, Applications
7.19. Suppose w # 0. Let v be any vector in V. Show that
B (v,w) (v, w)

Cwow)jw)?

is the unique scalar such that ' = v — cw is orthogonal to w.
In order for v/ to be orthogonal to w we must have

(v—cw, w)=0 or (v,w) —c{w,w) =0 or (v, w) = c{w,w)

Thus, ¢ (v, W>. Conversely, suppose ¢ = {v, W>. Then
(w, w) (w, w) (0, )
v, W
(v—-cw, w) = (v,w) —clw,w) = (v, w) — <w7 ) (w,w) =0

7.20. Find the Fourier coefficient ¢ and the projection of v = (1, —2,3, —4) along w = (1,2,1,2) in R*.
Compute (v,w) =1—4+3 —8=—8and |w|* =1+4+1+4=10. Then

c=—f=-t ad proj(ow) —aw= (-4 -5 -4-
7.21. Consider the subspace U of R* spanned by the vectors:
Ul:(1717171>> ’02:(1717274)7 7}3:(1727_47_3)

Find (a) an orthogonal basis of U; (b) an orthonormal basis of U.
(a) Use the Gram—Schmidt algorithm. Begin by setting w; = u = (1, 1,1, 1). Next find

(v, wy) 8
——w, =(1,1,2,4) ——(1,1,1,1) = (—1,—-1,0,2
2 <W17W1>W1 (7 PEd) ) 4(7 s Ly ) ( ’ s Uy )

Set w, = (—1,—1,0,2). Then find

- f::::lléwl - é::iv;z))wz = (1,2,-4,-3) 7(_4—4)(1,1, 1,1) f%(qﬁl,o,z)

(% ) % ) _31 1)
Clear fractions to obtain wy = (1,3, —6,2). Then w,, w,, w3 form an orthogonal basis of U.
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7.22.

7.23.

7.24.

(b) Normahze the orthogonal basis consisting of w;,w,,w;. Because ||w1|| =4, ||W2H2 =6, and
[[ws|* = 50, the following vectors form an orthonormal basis of U:
1 1 1
——(1,1,1,1), Uy = —(—1,-1,0,2), uy = ——(1,3,-6,2
Consider the vector space P(¢z) with inner product ( fo t) dt. Apply the Gram—

Schmidt algorithm to the set {l,,/} to obtain an orthogonal set { Jo:f1./2} with integer
coefficients.
First set f, = 1. Then find

_<t71>.1: _i.lzt_l
(1,1) 1 2
Clear fractions to obtain f; = 2¢ — 1. Then find
2 2 1 1
2 <171> <l7 21_1> 2 _ 3 6 2 1
— - 2t—1)=¢t"—=(1)—22t—1)=¢t"—t+—
(1,1>() (2t —1, 2t—1)( ) 1() %( ) +6

Clear fractions to obtain f;, = 61> — 6¢ + 1. Thus, {1, 2t — 1, 6> — 6t + 1} is the required orthogonal set.

Suppose v = (1,3,5,7). Find the projection of v onto W or, in other words, find w € W that
minimizes ||v — wl||, where W is the subspance of R* spanned by

(a) Uy = (1717171) and Uy = (17_3747 _2)’
b) v, = (1,1,1,1) and v, = (1,2,3,2).

(a) Because u; and u, are orthogonal, we need only compute the Fourier coefficients:

(vu;) 14+3+5+7 16
Cc, = = = — =
YU ) T4+14+1+1 4

(b)) 1—-9420—14 -2 1
CH = = == — —
27 (my,u)  14+9+16+4 30 15

Then w = proj(v, W) =ciuy + Uy = 4(1: 1,1, 1) ( ,—3,4, 72) = (%7%7%7%)
(b) Because v; and v, are not orthogonal, first apply the Gram—Schmidt algorithm to find an orthogonal
basis for W. Set w; = v; = (1,1,1,1). Then find

8
Uy _MWI = (1727372) _Z(la 17 la 1) = (_1707 170)

<W17W1>
Set w, = (—1,0,1,0). Now compute
_<v,w1>_1+3+5+7_L6_4
Cw,wy) 1T H1HT 4
(v,w;) —1+0+54+0 -6 3
Cchy = — —_— =
2 (wy,wy)  1HO+14+0 2

Then w = proj(v, W) = ¢;w; + cow, = 4(1,1,1,1) = 3(—1,0,1,0) = (7,4, 1,4).

9

Suppose w; and w, are nonzero orthogonal vectors. Let v be any vector in V. Find ¢; and ¢, so that
v/ is orthogonal to w, and w,, where v = v — c;w; — c,w,.
If ¢/ is orthogonal to w,, then
0= (v—cyw —cuw,, wy) = (v,w;) —c{wp,wy) — cr{wy, wy)
= (v, W) — e (w, w) — 0 = (v, wy) — ¢ {wy, wy)
Thus, ¢; = (v, w;)/(w;,w;). (That is, ¢, is the component of v along w;.) Similarly, if ¢’ is orthogonal to w,,
then

0= (v—cw; —cawy, wy) = (v, W) — e (Wy, wy)

Thus, ¢, = (v, w,)/{w,, w,). (That is, ¢, is the component of v along w,.)
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7.25.

7.26.

7.27.

7.28.

7.29.

7.30.

Prove Theorem 7.8: Suppose w;,w,, ..., w, form an orthogonal set of nonzero vectors in V. Let
v € V. Define
! <U7 Wi>
v =0v—(cw; +cwy + - +cew where ¢ =
( 11 22 r r)7 i <W57W,>
Then o' is orthogonal to wy,w,,. .., w,.
For i =1,2,...,r and using (w;,w;) = 0 for i # j, we have
(v=ciwi =Xy — =W, W) = (v, W) —cp(wi,wy) — - — (Wi, W) — -+ = ¢, (W, W)
= <ani> —C '07"'7Ci<wivwi> *"'*C,'O
<U7 Wi>
= i) — Cilwp, wi) = (v, W) — »nwi) =0
(v wi) = ci(wi, wy) = (v, w;) ) (Wi, w;)
The theorem is proved.
Prove Theorem 7.9: Let {v;, v,,...,v,} be any basis of an inner product space V. Then there
exists an orthonormal basis {u,,u,, .. .,u,} of V such that the change-of-basis matrix from {v,} to

{u;} is triangular; that is, for k = 1,2,...,n,
U = ap U + Ay Uy +---+ A Uk

The proof uses the Gram—Schmidt algorithm and Remarks 1 and 3 of Section 7.7. That is, apply the

algorithm to {v;} to obtain an orthogonal basis {w;,...,w,}, and then normalize {w;} to obtain an
orthonormal basis {u;} of V. The specific algorithm guarantees that each w; is a linear combination of
vy, ..., Y, and hence, each u; is a linear combination of vy, ..., v;.
Prove Theorem 7.10: Suppose S = {w;, w,,...,w,}, is an orthogonal basis for a subspace W of V.
Then one may extend S to an orthogonal basis for V; that is, one may find vectors w, 1, ..., w,
such that {w;,w,,...,w,} is an orthogonal basis for V.

Extend S to a basis 8" = {w,...,w,, v.,1,...,0,} for V. Applying the Gram—Schmidt algorithm to §’,
we first obtain w,w,,...,w, because S is orthogonal, and then we obtain vectors w,,,...,w,, where
{w,,w,,...,w,} is an orthogonal basis for V. Thus, the theorem is proved.

Prove Theorem 7.4: Let W be a subspace of V. Then V = W @ W+.

By Theorem 7.9, there exists an orthogonal basis {u,...,u,} of W, and by Theorem 7.10 we can
extend it to an orthogonal basis {u;,u,,...,u,} of V. Hence, u,,,...,u, € WE. If v € V, then

v=aju; +---+a,u,, where aju; +---+au. €W and a, ju.  +---+a,u, € wt

Accordingly, V=W + W+,
On the other hand, if w € W N W+, then (w,w) = 0. This yields w = 0. Hence, W N W+ = {0}.
The two conditions ¥ = W 4+ W+ and W N W+ = {0} give the desired result ¥ = W @& W+,

Remark: Note that we have proved the theorem for the case that V" has finite dimension. We
remark that the theorem also holds for spaces of arbitrary dimension.

Suppose W is a subspace of a finite-dimensional space V. Prove that W = W+,
By Theorem 7.4, V = W @& W+, and also V = W' @ W+, Hence,
dim W = dim V — dim W+ and dim w++ = dim ¥ — dim W+
This yields dim W = dim WL, But W C W' (see Problem 7.14). Hence, W = W', as required.

Prove the following: Suppose wy, w,, ..., w, form an orthogonal set of nonzero vectors in V. Let v be
any vector in } and let ¢; be the component of v along w;. Then, for any scalars a,, .. ., a,, we have
r r
v— ) Wil S llv— ), apwy

k=1 k=1

That is, > ¢;w; is the closest approximation to v as a linear combination of wy, ..., w,.
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7.31.

By Theorem 7.8, v — > ¢;wy, is orthogonal to every w; and hence orthogonal to any linear combination
of wi,wy, ..., w,. Therefore, using the Pythagorean theorem and summing from k =1 to 7,

2 2 2 2
lo =2 awill” = v = 2" eowe + - (ex — a)will = llv = D2 cowil”+HIID D (ex — a) il

2
2 v =2 cpwll
The square root of both sides gives our theorem.

Suppose {e;,e,,...,e,} is an orthonormal set of vectors in V. Let v be any vector in ¥ and let ¢;
be the Fourier coefficient of v with respect to u;. Prove Bessel’s inequality:
: 2
> < o
=1
Note that ¢; = (v, ¢;), because ||¢;|| = 1. Then, using (e;, ;) = 0 for i # j and summing from k = 1 to ,
we get

0<(v=Y crer, v= ¢ ) = (v,0) —2(v, Ycpep) + D¢t = (v,0) — X 2¢,(v, ¢p) +3 ¢
= (v,0) = 226+ X ¢t = (v,0) = ¢}

This gives us our inequality.

Orthogonal Matrices

7.32.

7.33.

7.34.

Find an orthogonal matrix P whose first row is u; = (1,3,2).
First find a nonzero vector w, = (x,y,z) that is orthogonal to u;—that is, for which
2y 2
0= (uy, w,) :%Jr?y ?2:0 of  x+2y+22=0

One such solution is w, = (0, 1, —1). Normalize w, to obtain the second row of P:

Uy = (Oa 1/\/§a 7]/\/5)
Next find a nonzero vector wy = (x,y,z) that is orthogonal to both u; and u,—that is, for which

x 2y 2
0:<ul,w3>:§+?y+ 32:0 of  x+2y+22=0
Oz(uz,w3>=%—%:0 or y—z=0

Set z = —1 and find the solution w; = (4,—1, —1). Normalize w; and obtain the third row of P; that is,
uy = (4/V18,—1/v18,—1/V/18).

1 2 2
Thus, P= (3) 1/3\/5 71;\5
4/3V2 —1/3vV2 —1/32

We emphasize that the above matrix P is not unique.

1 1 -1
Letd= |1 3 4 {. Determine whether or not: (a) the rows of 4 are orthogonal;
7 -5 2

(b) A is an orthogonal matrix; (c) the columns of 4 are orthogonal.

(a) Yes, because (1,1,—-1)-(1,3,4)=143-4=0, (1,1-1)-(7,-5,2)=7-5-2=0, and
(1,3,4)(7,-5,2) =7— 15 +8 = 0.

(b) No, because the rows of 4 are not unit vectors, for example, (1,1, —1)2 =14+1+1=3.
(c) No; for example, (1,1,7)-(1,3,-5) =143 -35=-31#0.

Let B be the matrix obtained by normalizing each row of 4 in Problem 7.33.

(a) Find B.

(b) Is B an orthogonal matrix?

(c) Are the columns of B orthogonal?
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7.35.

7.36.

7.37.

7.38.

(a) We have
H(7a_5a2)|‘2:49+25+4:78

1/vV3  1/V/3 =13
Thus, B=|1/v/26 3/v26 4/\26
/I8 —5/V78  2/\/18

(b) Yes, because the rows of B are still orthogonal and are now unit vectors.

(c) Yes, because the rows of B form an orthonormal set of vectors. Then, by Theorem 7.11, the columns of
B must automatically form an orthonormal set.

Prove each of the following:

(a) P is orthogonal if and only if PT is orthogonal.
(b) If P is orthogonal, then P~! is orthogonal.
(c) If P and Q are orthogonal, then PQ is orthogonal.

(a) We have (PT)" = P. Thus, P is orthogonal if and only if PP = [ if and only if P"” P = I if and only if
PT is orthogonal.

(b) We have P = P~!, because P is orthogonal. Thus, by part (a), P! is orthogonal.

(c) We have PT =P~! and QT =Q°!. Thus, (PQ)(PQ)" = POO"PT = POQ~'P~' =1I. Therefore,
(PO)" = (PO)™", and so PQ is orthogonal.

Suppose P is an orthogonal matrix. Show that
(a) (Pu,Pv) = (u,v) for any u,v € V;
(b) ||Pul| = ||u|| for every u € V.
Use PTP =1 and (u,v) = u’v.
(@) (Pu,Pv) = (Pu)" (Pv) = u" PTPv = u"v = (u, v).
(b) We have
|1Pu|* = (Pu, Pu) = u" PTPu = u"u = (u,u) = ||ul®

Taking the square root of both sides gives our result.

Prove Theorem 7.12: Suppose E = {e;} and E’ = {€} are orthonormal bases of V. Let P be the
change-of-basis matrix from £ to E’. Then P is orthogonal.
Suppose

¢, =by e, +bpey, +---+b,e i=1,...,n (1)

Using Problem 7.18(b) and the fact that £’ is orthonormal, we get

0y = (e, €)) = byby +Dbpbp + -+ byby, (2)

irCj
Let B = [b,-j] be the matrix of the coefficients in (1). (Then P = B”.) Suppose BBT = [c,-j]. Then

cij = bjbj + bpbjy + -+ -+ byby, 3)
By (2) and (3), we have ¢; = J;;. Thus, BBT =I. Accordingly, B is orthogonal, and hence, P = B” is
orthogonal.
Prove Theorem 7.13: Let {e|,...,e,} be an orthonormal basis of an inner product space V. Let

P = [a;] be an orthogonal matrix. Then the following n vectors form an orthonormal basis for V:

) .
€ =aje; +aye, +--+aye,, i=1,2,....n
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Because {e¢;} is orthonormal, we get, by Problem 7.18(b),

(el €)) = ayay; + ayay + -+ + aa,; = (C;, C;)

where C; denotes the ith column of the orthogonal matrix P = [a;]. Because P is orthogonal, its columns

form an orthonormal set. This implies (¢}, ¢}) = (C;, C;) = d;;. Thus, {e}} is an orthonormal basis.

Inner Products And Positive Definite Matrices

7.39.

7.40.

7.41.

7.42.

Which of the following symmetric matrices are positive definite?

3 4 8 -3 21 305
@) A:L 5}’“’) B:[—3 2]’@ C:[l —3]’(‘1) D:{s 9}

Use Theorem 7.14 that a 2 x 2 real symmetric matrix is positive definite if and only if its diagonal
entries are positive and if its determinant is positive.
(a) No, because |4| = 15 — 16 = —1 is negative.
(b) Yes.
(c) No, because the diagonal entry —3 is negative.
(d) Yes.

Find the values of & that make each of the following matrices positive definite:

2 -4 4 k k5
o =2 to o[} S e[t ]

(a) First, k£ must be positive. Also, |4| = 2k — 16 must be positive; that is, 2k — 16 > 0. Hence, k > 8.
(b) We need |B| = 36 — k? positive; that is, 36 — k> > 0. Hence, k> < 36 or —6 < k < 6.
(c) C can never be positive definite, because C has a negative diagonal entry —2.

Find the matrix A that represents the usual inner product on R? relative to each of the following
bases of R”: (a) {v; = (1,3), v, =(2,5)}; (b) {w; =(1,2), w,=(4,-2)}.

(@) Compute (v;,v;) =149 =10, (v;,v,) =2+ 15=17, (v,,v,) =4+ 25 =29. Thus,

10 17]-
A:[n 29}

(b) Compute (w;,w;) =1+4=35, (w;,w,) =4—-4=0, (w,,w,) =16 +4 = 20. Thus, 4= {?) 28}
(Because the basis vectors are orthogonal, the matrix A is diagonal.)

Consider the vector space P,(#) with inner product { f,g) = ﬁ S (0)g(t) dt.

(a) Find (f,g), where f(t) =t + 2 and g(t) = * — 3t + 4.
(b) Find the matrix 4 of the inner product with respect to the basis {1,¢,#*} of V.
(c) Verify Theorem 7.16 by showing that ( f,g) = [ f] T4 [g] with respect to the basis {1,7,2}.

1 1

_ 46

48
(f —F —2t+8)dt = <————t2+8t>
3 3

4

1
(a) (f,g>:J71(t+2)(t2—3t+4) dt:J

(b) Here we use the fact that if r + s = n,

—1

tn+1 1

1
1) = dt =
)= | =

_[2/(n+1) ifniseven,
10 if n is odd.

—1

Then (1,1) =2, (1,1) =0, (1,) =3, (1,1) =3, (1,i*) = 0, (*,*) =% Thus,

|

Swiv O©
vy O Wi
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7.43.

7.44.

7.45.

(¢) We have [f]" = (2,1,0) and [g]" = (4,—3,1) relative to the given basis. Then
2.0 2 4 4
T
20 2 1 1

Prove Theorem 7.14: 4 = [Z ﬂ is positive definite if and only if @ and d are positive and
|4| = ad — b* is positive.

Let u = [x,y]". Then
b||x
u) = ul Au = |x, {a ]{ }:axz—i—be + dy?
S (u) oty gl ]y v +dy

Suppose f(u) >0 for every u#0. Then f(1,0)=a>0 and f(0,1)=d >0. Also, we have

f(b,—a) = a(ad — b*) > 0. Because a > 0, we get ad — b> > 0.
g

Conversely, suppose a > 0, b = 0, ad — b> > 0. Completing the square gives us

2b B> B> w\> ad — b
f(u)=a<x2+*xy+*y2>+dy2—*y2=a(x4r*y) + v
a a, a a a

Accordingly, f(u) > 0 for every u # 0.
Prove Theorem 7.15: Let 4 be a real positive definite matrix. Then the function (u, v) = u’Av is
an inner product on R".

For any vectors u,, u,, and v,

() 41y, ) = () + 1) v = (u] +u5)Av = ul dv+ ul dv = (uy, v) + (uy, v)
and, for any scalar k& and vectors u, v,
(u, v) = (ku)" Av = ku" Av = k(u, v)

Thus [I;] is satisfied.

Because u” Av is a scalar, (u”Av)" = u”Av. Also, AT = A because A is symmetric. Therefore,

(u,v) = u"dv = (W' 4v)" = " ATd™" = " du = (v, u)

Thus, [L,] is satisfied.

Last, because 4 is positive definite, X7AX > 0 for any nonzero X € R”. Thus, for any nonzero vector

v, (v, v) = vT4v > 0. Also, (0,0) = 0740 = 0. Thus, [I;] is satisfied. Accordingly, the function (u, v) = Av
is an inner product.

Prove Theorem 7.16: Let A be the matrix representation of an inner product relative to a basis S of
V. Then, for any vectors u, v € V, we have

(u, 0) = [u] A[4]

Suppose S = {wy,w,,...,w,} and 4 = [k;]. Hence, k; = (w;, w;). Suppose

u=aw, +aw,+---+a,w, and v=>byw, +byw, +---+b,w,
Then (u,v) = Z] Zl aibj<Wi> Wj> (1)
i=1j=
On the other hand,
ST PR W B
oy k. k|| D2
[M]TA[U] = (a17a27"'7an) "
knl kn2 knn bn
b,
n n n b2 n_n
= (Z akiy, Yo aikp, .., Y] aikz’n> =2 a;bjk; (2)
i=1 i=1 i=1 : j=li=1
b

Equations (1) and (2) give us our result.
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7.46.

Prove Theorem 7.17: Let A be the matrix representation of any inner product on V. Then 4 is a

positive definite matrix.
Because (w;, w;) = (w;,w;) for any basis vectors w; and w;, the matrix 4 is symmetric. Let X be any

nonzero vector in R”. Then [u] =X for some nonzero vector u € V. Theorem 7.16 tells us that

XTAX = [u)" A[u] = (u,u) > 0. Thus, 4 is positive definite.

Complex Inner Product Spaces

7.47.

7.48.

7.49.

7.50.

7.51.

Let ¥V be a complex inner product space. Verify the relation
(u, avy +bvy) = alu,v,) + b(u, v,)

Using [7%], [I}], and then [I}], we find

(,av) + buy) = (avy + bvy,u) = a(vy, u) + b{vy,u) = a(vy, u) + b{vy,u) = a(u, v)) + b{u, vy)

Suppose (u, v) = 3 + 2i in a complex inner product space V. Find
(@) ((2—4)u,v); (b) (u, (4+3i)v); (c) ((3—6i)u, (5—2i)v).
@ ((2—4)u, v)=2—4i){u,v)=2—4)(3+2i)=14—-8i

(b) (u, (4+3i)v)=@A+3){u,v)=4-3))3+2i)=18—1i

© (3= 6i)u, (5—2i)v)=(3—60)(5—2i)u,v)=(3—6i)(5+2i)(3+2i) =129 — 18

Find the Fourier coefficient (component) ¢ and the projection cw of v = (3 + 4i, 2 — 3i) along
w=(5+i, 2i)in C>.
Recall that ¢ = (v, w)/(w, w). Compute
(v,w) = 3+ 45 +1)+ (2 —30)(2i) = 3+ 4i)(5 — i) + (2 — 3i)(—2i)
=194+17i—6—-4i=13+4+13i
(wyw) =254+14+4=30

o
—_
[~

Thus, ¢ = (13 + 13i)/30 = 3 + Bi. Accordingly, proj(v, w) = ew = (2 +32i, —B+ L)

w
w

Prove Theorem 7.18 (Cauchy—Schwarz): Let V' be a complex inner product space. Then
[ty )] < Ifull o] 2

If v = 0, the inequality reduces to 0 < 0 and hence is valid. Now suppose v # 0. Using zz = |z|” (for
any complex number z) and (v,u) = (u, v), we expand |ju — (u, v)tv||> > 0, where ¢ is any real value:

0< |lu— (u,MZ = (u— (u, v)tv, u— (u, u>£

= (u,u) — (u, v)t{u, v) — (u, v)t{v,u) + (u, v)(u, V)* (v, v)
= [lull* = 26| (ut, v)[* + [, 0} P2 | ]?
[u, v)[?

2 b
Il
root of both sides, we obtain the required inequality.

Set £ = 1/||v||* to find 0 < Jul® — from which |(u, v)|* < ||v||*||v||*. Taking the square

Find an orthogonal basis for u* in C* where u = (1, i, 1+i).
Here u* consists of all vectors s = (x,y,z) such that

wau)y=x—iy+(1—-i)z=0
Find one solution, say w; = (0, 1 —1i, i). Then find a solution of the system
x—iy+(1—-i)z=0, (I4+i)y—iz=0

Here z is a free variable. Set z = 1 to obtain y = i/(1 4+ i) = (1 +)/2 and x = (3i — 3)2. Multiplying by 2
yields the solution w, = (3i —3, 1414, 2). The vectors w, and w, form an orthogonal basis for u*.
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7.52. Find an orthonormal basis of the subspace W of C* spanned by
v, = (1,,0) and vy = (1, 2, 1—1).
Apply the Gram—Schmidt algorithm. Set w; = v; = (1,4,0). Compute
(vy, w)) L 1=20
——=—tw, =(1, 2, 1—§)—
U (Wl W > Wi ( ) ) l)

Multiply by 2 to clear fractions, obtaining w, = (1 +2i, 2 —i, 2 — 2i). Next find ||w,|| = /2 and then
|w,|| = V/18. Normalizing {w,,w,}, we obtain the following orthonormal basis of ¥:

(1,i,0) = G +i, 1—4i, 1—1i)

ol o) o (50 5 22)

7.53. Find the matrix P that represents the usual inner product on C? relative to the basis {1, i, 1 —i}.
Compute the following six inner products:

(L) =1, (1,i) == —i, (L1—-i)=1—i

(i) = ii = 1, (1 =iy =i(T=0) = —1+1i, (1—i1—i)=2

Then, using (u, v) = (v, u), we obtain

1 —i I+i
P = i 1 —1+i
1—i —1-1i 2

(As expected, P is Hermitian; that is, P7 = P.)

Normed Vector Spaces
7.54. Consider vectors u = (1,3, —6,4) and v = (3, —5,1,—2) in R*. Find

@) |[ull, and [[v]., (b) |lul|, and [|o][;, (c) [Jull, and [[v],,
(d) dac (uv ’U), dl (ua U)a d2(u> U)'

(a) The infinity norm chooses the maximum of the absolute values of the components. Hence,
[ul.o =6 and o, =5
(b) The one-norm adds the absolute values of the components. Thus,

lul, =14+3+6+4=14 and |0}, =3+5+1+2=11

(c) The two-norm is equal to the square root of the sum of the squares of the components (i.e., the norm
induced by the usual inner product on R®). Thus,

ful, =vVI+9+36+16=v62 and |lv],=V9+25+1+4=139
(d) First find u — v = (—2,8,—7,6). Then
doc(”7 U) = Hu - vHoo =8
dy(w,v)=lu—v||, =2+8+7+6=23
dy(u,v) = |ju — ||, = V4 + 64 +49 + 36 = V153

7.55. Consider the function f(¢) = £ — 4t in C[0,3].
(a) Find || ]|, (b) Plot f(¢) in the plane R?, (c) Find | £y, (d) Find || f|l,.

(a) We seek || f||,, = max(| f(¢)]). Because f(¢) is differentiable on [0,3], | /(¢)| has a maximum at a
critical point of f(¢) (i.e., when the derivative f'(¢f) =0), or at an endpoint of [0,3]. Because
f'(t) =2t — 4, we set 2t — 4 = 0 and obtain ¢ = 2 as a critical point. Compute

f2)=4-8=—4, £(0)=0-0=0, f3)=9-12=-3
Thus, || fll = |/ (2)] =] -4 =4
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(b) Compute f(¢) for various values of ¢ in [0, 3], for example,
tlo 1 2 3
fofo -3 —4 -3
Plot the points in R? and then draw a continuous curve through the points, as shown in Fig. 7-8.

(c) Weseek || fl, = fOS | /(¢)| dt. As indicated in Fig. 7-3, f(¢) is negative in [0, 3]; hence,
10 =~ 40 =4 =

3

3 3
t
Thus, || f]|, = J (4t — 1) dt = (2t2 _7) =18-9=9
0 3 0
"3 3 5 3\ |3
t 16¢ 153
(d) \|f||§:J f()? dt:J (" —8F +16£2)dt = (= — 26+ — )| =—
0 0 5 3 ), S
153
Thus, || fll, = 4/ =~
S
1
t + } 1 — ¢
-1 0 2 3 4
~1
-2
-3
-4
-5
Figure 7-8

7.56. Prove Theorem 7.24: Let V' be a normed vector space. Then the function d(u,v) = |ju — v||
satisfies the following three axioms of a metric space:

M,] d(u,v) > 0; and d(u,v) =0 iff u = v.
M,]  d(u,v) =d(v,u).
M) d(u,v) < d(u,w) +d(w,v).
If u # v, then u — v # 0, and hence, d(u, v) = |ju — v|| > 0. Also, d(u,u) = ||u — u|| = ||0|| = 0. Thus,
[M,] is satisfied. We also have

du,v) = [lu— ]| = [ = 1(v—w)| = | = Hllv—u| = [[v—ul| = d(v,u)
and d(u, v) = [lu = o] = [[(u = w) + (W= V)| < Ju—wl[ +[lw—vl| = d(u,w) +d(w, v)

Thus, [M,] and [M;] are satisfied.

SUPPLEMENTARY PROBLEMS

Inner Products

7.57. Verify that the following is an inner product on R?, where u = (x;,x,) and v = (y;,,):
S(u,0) = x1y1 — 2% ¥y = 2% 31 + 5% 15
7.58. Find the values of k so that the following is an inner product on R?, where u = (x;,x,) and v = (y;,,):

Su,v) = x191 = 3%y, = 35,0 + ko )
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7.59. Consider the vectors u = (1,—3) and v = (2,5) in R%. Find
(@) (u,v) with respect to the usual inner product in R>.
(b) (u, v) with respect to the inner product in R? in Problem 7.57.
(¢) |lv|| using the usual inner product in R
(d) ||v|| using the inner product in R? in Problem 7.57.

7.60. Show that each of the following is not an inner product on R?, where u = (x;,X,,x3) and v = (v, ¥5,73):

@ (u,v) =xy; + x5, (b) (U, 0) =x1yX3 + y1X203.

7.61. Let V be the vector space of m x n matrices over R. Show that (4, B) = tr(B” A) defines an inner product
in V.

7.62. Suppose |(u,v)| = ||ul|||v||. (That is, the Cauchy—Schwarz inequality reduces to an equality.) Show that u
and v are linearly dependent.

7.63. Suppose f(u,v) and g(u, v) are inner products on a vector space ¥ over R. Prove

(a) The sum f + g is an inner product on ¥, where (f + g)(u, v) = f(u, v) + g(u, v).
(b) The scalar product kf, for k > 0, is an inner product on ¥, where (kf)(u, v) = kf (u, v).

Orthogonality, Orthogonal Complements, Orthogonal Sets

7.64. Let V be the vector space of polynomials over R of degree <2 with inner product defined by
(f,g) = _folf(t)g(t) dt. Find a basis of the subspace W orthogonal to A(t) = 2t + 1.

7.65. Find a basis of the subspace W of R* orthogonal to u; = (1,—2,3,4) and u, = (3,-5,7,8).
7.66. Find a basis for the subspace W of R® orthogonal to the vectors u; = (1,1,3,4,1) and u, = (1,2,1,2,1).

7.67. Letw = (1,-2,—1,3) be a vector in R*. Find

(a) an orthogonal basis for w*, (b) an orthonormal basis for w.

7.68. Let W be the subspace of R* orthogonal to u, = (1,1,2,2) and u, = (0,1,2,—1). Find
(a) an orthogonal basis for W, (b) an orthonormal basis for /. (Compare with Problem 7.65.)

7.69. Let S consist of the following vectors in R*:
1/[1:(1,1,1,1)7 u2:(1717_17_1)7 u3:(17_1717_1)7 u4:(17_17_171)

(a) Show that S is orthogonal and a basis of R*.
(b) Write v = (1,3, —5,6) as a linear combination of u;, u,, 5, uy.
(c) Find the coordinates of an arbitrary vector v = (a, b, c,d) in R* relative to the basis S.

(d) Normalize S to obtain an orthonormal basis of R*.
7.70. Let M = M, , with inner product (4, B) = tr(B”4). Show that the following is an orthonormal basis for M:
1 0 0 1 0 0 0 0
0 0" [0 O] |1 0] |0 1

7.71. Let M = M, , with inner product (4, B) = tr(BTA). Find an orthogonal basis for the orthogonal complement
of (a) diagonal matrices, (b) symmetric matrices.
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7.72. Suppose {u;,u,,...,u,} is an orthogonal set of vectors. Show that {k,u,, kyu,, . ..
for any scalars &y, k,, ..., k.

, k,u,} is an orthogonal set
7.73. Let U and W be subspaces of a finite-dimensional inner product space V. Show that
@@ (U+w) =utnwt, ) (Unw) =vut+wt

Projections, Gram-Schmidt Algorithm, Applications

7.74. Find the Fourier coefficient ¢ and projection cw of v along w, where
(@ wv=(2,3,-5)andw = (1,-5,2) in R,
(b) v=(1,3,1,2)and w = (1,-2,7,4) in R*.
(¢) v=1¢*and w=1t+3 in P(f), with inner product { f,g) fo

d o= [; ‘ﬂ and w = E ;} in M = M, ,, with inner product (4, B) = tr(B"4).

7.75. Let U be the subspace of R* spanned by
v =(1,1,1,1), v, = (1,-1,2,2), v; = (1,2,-3,—-4)
(a) Apply the Gram—Schmidt algorithm to find an orthogonal and an orthonormal basis for U.
(b) Find the projection of v = (1,2, —3,4) onto U.
7.76. Suppose v = (1,2,3,4,6). Find the projection of v onto W, or, in other words, find w € W that minimizes
||v — w]||, where W is the subspace of R® spanned by
(a) Uy :(1a2717271) and L{2:(1,71,277171), (b) Uy :(172717271) and 1}2:(1,071,57*1).
7.77. Consider the subspace W = P,(¢) of P(¢) with inner product ( f, g) fo t) dt. Find the projection of
f(¢) = £ onto W. (Hint: Use the orthogonal polynomials 1,2¢ — 1, 6¢> — 6¢ + 1 obtamed in Problem 7.22.)
7.78. Consider P(¢) with inner product (f, g J f(t)g(¢) dt and the subspace W = P;(1).

(a) Find an orthogonal basis for W by applymg the Gram—Schmidt algorithm to {1,¢,¢%,£}.
(b) Find the projection of f(¢) = £* onto W.

Orthogonal Matrices

1
7.79. Find the number and exhibit all 2 x 2 orthogonal matrices of the form [; )ZC]

7.80. Find a 3 x 3 orthogonal matrix P whose first two rows are multiples of u = (1,1,1) and v = (1,-2,3),
respectively.

7.81. Find a symmetric orthogonal matrix P whose first row is (3 5 3) (Compare with Problem 7.32.)

7.82. Real matrices 4 and B are said to be orthogonally equivalent if there exists an orthogonal matrix P such that
B = PTAP. Show that this relation is an equivalence relation.

Positive Definite Matrices and Inner Products
7.83. Find the matrix A that represents the usual inner product on R? relative to each of the following bases:
(a) {Ul = (174)7 Uy = (27 _3)}’ (b) {Wl = (17_3)7 Wy = (672)}

7.84. Consider the following inner product on R*:
S(u,0) = x1y) = 20,9, — 239 + 5xp0, where u=(x1,x,) v=(,52)

Find the matrix B that represents this inner product on R? relative to each basis in Problem 7.83.
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7.85.

7.86.

7.817.

7.88.

7.89.

Find the matrix C that represents the usual basis on R relative to the basis S of R consisting of the vectors
u; = (1,1,1), u = (1,2, 1), u3 = (1,—1,3).

Let ¥V = P,(¢) with inner product ( f,g fo

(a) Find (f,g), where f(t) = ¢+ 2 and g(t) = t2 —3t+4.
(b) Find the matrix 4 of the inner product with respect to the basis {1,¢,#} of V.
(¢) Verify Theorem 7.16 that ( f,g) = [ f]" A[g] with respect to the basis {1,7,2}.

Determine which of the following matrices are positive definite:
1 3 4 4 2 6 —7
(a) [3 5] (b) {4 7},(0) {2 ] (d) {_7 9}

Suppose 4 and B are positive definite matrices. Show that:
(a) 4 + B is positive definite and (b) kA is positive definite for £ > 0.

Suppose B is a real nonsingular matrix. Show that: (a) BB is symmetric and (b) BB is positive definite.

Complex Inner Product Spaces

7.90.

7.91.

7.92,

7.93.

7.94.

7.95.

7.96.

7.97.

7.98.

Verify that
(ayuy + ayuy  byvy +byvy) = arby (uy, vy) + ayby(uy, v3) + azby (uy, v1) + ayby (uy, vy)
More generally, prove that (> 7| a;u;, Zj 1 b)) =22 albl(u,, v;).
Consider u = (1 +1i, 3, 4—i)and v= (3 —4i, 1+, 2i)in C*. Find
@) (u,v), (®) (v,u), (©) [lull, (@) [vfl, (&) d(u,v).
Find the Fourier coefficient ¢ and the projection cw of

(@ u=(3+i 5-2i)alongw=(5+1i, 1+1i)inC?
b u=(1—i 3i, 1+i)alongw= (1, 2—i, 342i)inC>.

Let u = (z;,2,) and v = (w;, w,) belong to C?. Verify that the following is an inner product of C?:

S, v) =zpwy + (1 +0)zyw; + (1 = i)z, + 32,W,

Find an orthogonal basis and an orthonormal basis for the subspace W of C* spanned by u; = (1,i,1) and
=(1+14, 0, 2).

Let u = (z;,2,) and v = (w,,w,) belong to C>. For what values of a,b,c,d € C is the following an inner
product on C*?
f(u,v) = azywy + bz W, + czyw| + dzyw,

Prove the following form for an inner product in a complex space V:
2 2 2
(u, 0) = § [+ olf* =l — o) + 4 Ju + iv]* = §llu— iv]
[Compare with Problem 7.7(b).]
Let V' be a real inner product space. Show that
(@) |lull = ||v|| if and only if (4 + v, u —v) =0;
(ii) lu+ ol = |Jull* + [|v||* if and only if (u, v) = 0.

Show by counterexamples that the above statements are not true for, say, C>.

Find the matrix P that represents the usual inner product on C* relative to the basis {1, 1+, 1 —2i}.
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7.99. A complex matrix 4 is unitary if it is invertible and A=' = A", Alternatively, 4 is unitary if its rows
(columns) form an orthonormal set of vectors (relative to the usual inner product of C"). Find a unitary
matrix whose first row is: (a) a multiple of (1, 1 —1i); (b) a multiple of (3, 3i, 3—1i).

Normed Vector Spaces
7.100.  Consider vectors u = (1,—3,4,1,—2) and v = (3,1,—2, -3, 1) in R, Find
@) [lull and [vfl,  (®) flull, and [Jvll,  (0) [lull, and [|vll,,  (d) do(u, v), dy(u, v), dy(u,v)

7.101.  Repeat Problem 7.100 for u = (1 +i, 2 —4i)and v = (1 —i, 2+ 3i) in C2,

7.102.  Consider the functions f(¢) = 5¢ — #* and g(t) = 3t — #* in C[0,4]. Find
(a) doo(f7g)s (b) dl(fag)a (C) dZ(fvg)

7.103. Prove (a) || ||, is a norm on R". (b) |||/, is @ norm on R".

7.104. Prove (a) || - ||, is a norm on Cla,b]. (b) |||, is a norm on Cla, b)].

ANSWERS TO SUPPLEMENTARY PROBLEMS

Notation: M = [R,; R,; ...] denotes a matrix M with rows R, R,, .. .. Also, basis need not be unique.
7.58. k>9

7.59. (@ -13, (b) =71, (¢) V29, (d 89

7.60. Letu=(0,0,1); then (u,u) = 0 in both cases

7.64. {72 -5t 121 -5}

7.65. {(1,2,1,0), (4,4,0,1)}

7.66. (—1,0,0,0,1),(—6,2,0,1,0),(=5,2,1,0,0)

7.67. (a) up = (0a073a 1)7”2 = (0,5, _173)71"3 = (_147 _27 _173)7
(b) u;/V10,u,/V/35,u3/v/210

7.68. (a) (0,2,-1,0),(—15,1,2,5), () (0,2,-1,0)/v/5,(-15,1,2,5)/v/255

7.69. (b) v=21(5u; +3u, — 13u; + 9uy),

() []=4la+b+c+d, a+b—c—d, a—b+c—d, a—b—c+d]
7.71. (a) [0717 0,0]7 [070a 1,0], (b) [Oa_lv 1,0]
7.74. (a) c=-% (b) c=4 (© =% @ =8

7.75. (@) w, =(1,1
(b) proj(v,U)

7.76. (a) proj(v, W) =4(23,25,30,25,23), (b) First find an orthogonal basis for W;
say, w; = (1,2,1,2,1) and w, = (0,2,0,—3,2). Then proj(v, W) = - (34,76,34,56,42)

7.77.  proj(f, W) =32 —3t+5;
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7.78.

7.79.

7.80.

7.81.

7.83.

7.84.

7.85.

7.86.

7.87.

7.91.

7.92,

7.94.

7.95.

7.97.

7.98.

7.99.

7.100.

7.101.

7.102.

@ {1, 1 321,57 =31},  proj(f, W) =273

Four: [a,b; b,—a], [a,b; —b,—al, [a,—b; b,a], [a,—b; —b,—a], where a =

P=[l/a,1/a,1)a; 1/b,—2/b,3/b; 5/c,—2/c,—3/c|, where a = /3,b = /14,c = /38

1,2,2; 2,-2,1; 2,1,-2]

(@ [17,—10; -—10,13], (b) [10,0; 0,40]

(a) [65,—68; —68,73], (b) [58,8; 8,8

[3,4,3; 4,6,2; 3,2,11]

(a) %, (b) [l,a,b; a,b,c; b,c,d|, wherea:%,b:%,c:%,d:%
(a) No, (b) Yes, (¢) No, (d) Yes

@@ —4, (b) 4, (0 V28, () V3L (e V59

(@) c=%(19-5i), (b) c=5(3+6i)

{v, = (1,i,1)/V/3, v, =(2i, 1-3i, 3—i)/\V24}

a and d real and positive, ¢ = b and ad — bc positive.

u=(1,2), v=(i2i)

P=01, 1—i, 142 1+i 2, =143 1-2i, —1-3i, 5]

@ (1/V3)[1, 1= 1+i —1],
(b) [a, ai, a—ai; bi, b, 0; a, ai, —a— ai], where a =1 and b=1/v/2.

(@ 4and3, (b) 11and 10, (¢) V31land v24, (d) 6,19,9
(a 20 and V13, (b) V2420 and v2 + /13, (¢) /22 and V15,
(@ 8 (b) 16, (c) 16/V3

d 7,9,v/53
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Determinants

8.1 Introduction

Each n-square matrix 4 = [a,] is assigned a special scalar called the determinant of A, denoted by det(4)

il

or |[A| or
ap apn . aln
a21 a22 DR azn
L ) Ayn

We emphasize that an n x n array of scalars enclosed by straight lines, called a determinant of order n, is
not a matrix but denotes the determinant of the enclosed array of scalars (i.e., the enclosed matrix).

The determinant function was first discovered during the investigation of systems of linear equations.
We shall see that the determinant is an indispensable tool in investigating and obtaining properties of
square matrices.

The definition of the determinant and most of its properties also apply in the case where the entries of a
matrix come from a commutative ring.

We begin with a special case of determinants of orders 1, 2, and 3. Then we define a determinant of
arbitrary order. This general definition is preceded by a discussion of permutations, which is necessary for
our general definition of the determinant.

8.2 Determinants of Orders 1 and 2

Determinants of orders 1 and 2 are defined as follows:
app 4y

ay | =a and
lay | 11 4y

= djdy — dypdy

Thus, the determinant of a 1 x 1 matrix 4 = [a,;] is the scalar a,,; that is, det(4) = |a;,| = a,;. The
determinant of order two may easily be remembered by using the following diagram:

+ —
2
s

That, is, the determinant is equal to the product of the elements along the plus-labeled arrow minus the
product of the elements along the minus-labeled arrow. (There is an analogous diagram for determinants
of order 3, but not for higher-order determinants.)

EXAMPLE 8.1
(a) Because the determinant of order 1 is the scalar itself, we have:
det(27) = 27, det(—7) = -7, det(t —3)=¢t-3
5 3 3 2
(b) ‘4 6'75(6)—3(4)730—12718, ‘_5 7'7214—10731

D —
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Application to Linear Equations

Consider two linear equations in two unknowns, say
az+by=c
ax + by =c,

Let D = a,b, — a,b,, the determinant of the matrix of coefficients. Then the system has a unique solution
if and only if D # 0. In such a case, the unique solution may be expressed completely in terms of
determinants as follows:

c b a, ¢

x:%:bzcl —bic, _le b, y:&:alcz—azcl _ | o
D ab,—ap, |a; b’ D ab,—ab, |a; b

ay by a, by

Here D appears in the denominator of both quotients. The numerators N, and N, of the quotients for x and
y, respectively, can be obtained by substituting the column of constant terms in place of the column of
coefficients of the given unknown in the matrix of coefficients. On the other hand, if D = 0, then the
system may have no solution or more than one solution.

4x — 3y =15

EXAMPLE 8.2 Solve by determinants the system { 2e4+5y= 1

First find the determinant D of the matrix of coefficients:

D:

‘4 3‘_4(5)—(—3)(2)_20+6—26

2 5

Because D # 0, the system has a unique solution. To obtain the numerators N, and N,, simply replace, in the matrix
of coefficients, the coefficients of x and y, respectively, by the constant terms, and then take their determinants:

15 -3
1 5

4 15

2 1

]vx_‘ y

‘_75—1-3_78 N—‘ ‘_4—30_—26

Then the unique solution of the system is

N T8 N, 26
D 2 7 YD 26

8.3 Determinants of Order 3

Consider an arbitrary 3 x 3 matrix 4 = [a;]. The determinant of 4 is defined as follows:

app dpp dp
det(d) = |ay @y ayy | = ay1Gy0a33 + A1pa3a5; + 130513 — A13003) — A1y A3z — A11dx3a3,
az; dzp dz3

Observe that there are six products, each product consisting of three elements of the original matrix.
Three of the products are plus-labeled (keep their sign) and three of the products are minus-labeled
(change their sign).

The diagrams in Fig. 8-1 may help us to remember the above six products in det(4). That is, the
determinant is equal to the sum of the products of the elements along the three plus-labeled arrows in



ay— CHAPTER 8 Determinants

Fig. 8-1 plus the sum of the negatives of the products of the elements along the three minus-labeled
arrows. We emphasize that there are no such diagrammatic devices with which to remember determinants

of higher order.

2 1 1 3 2 1
EXAMPLE 8.3 Letd = |:0 5 2:| and B = |:4 5 1:| . Find det(4) and det(B).
1 -3 4 2 3 4

Use the diagrams in Fig. 8-1:
det(4) = 2(5)(4) + 1(=2)(1) + 1(=3)(0) = 1(5)(1) = (=3)(=2)(2) — 4(1)(0)
=40-24+0-5-12-0=21
det(B) =60 —4+12 — 10— 9+ 32 =81

Alternative Form for a Determinant of Order 3

The determinant of the 3 x 3 matrix 4 = [a;] may be rewritten as follows:
det(d) = ay (anay; — arpasy) — ap(ay as; — ayay) + aj3(ayas, — anas)

dyy dx dyp dax n a dxp
ag

=day —dap

dszp; ds3 dazp  ds3 azp  dsp

which is a linear combination of three determinants of order 2 whose coefficients (with alternating signs)
form the first row of the given matrix. This linear combination may be indicated in the form

ap dpp 43 ap dpp 43 ap dpp a3
|Gy Gy Gx3| —ap|dy Gy G| T ap|dy ayp dx
dz) dz dsz azy dzp dsz azy 4z dsz

Note that each 2 x 2 matrix can be obtained by deleting, in the original matrix, the row and column
containing its coefficient.

EXAMPLE 8.4
1 2 3 1 2 3 1 2 3 1 2 3
4 -2 3|=1/4 -2 3|-2[4 -2 3|+3]4 2 3
0 5 —1 0 5 -1 0 5 -1 0 5 -1
-2 3 4 3 4 -2
=1 -2 +3
5 -1 0 —1 0 5

=1(2—15)—2(—4+0) +3(20+0) = —13 + 8+ 60 = 55
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8.4 Permutations

A permutation g of the set {1,2,...,n} is a one-to-one mapping of the set onto itself or, equivalently, a
rearrangement of the numbers 1,2, ...,n. Such a permutation ¢ is denoted by
1 2 ... n
c=1|. . . or o =Jjuh " Jn where j; = o (i
(11 o Jn) Jz2 Ji=a(i)

The set of all such permutations is denoted by S,, and the number of such permutations is n!. If 6 € S,,,
then the inverse mapping ¢! € S,; and if ¢, t € S, then the composition mapping ¢ o 7 € S,. Also, the
identity mapping ¢ = s og~! € 8,. (In fact, e = 123...1n.)

EXAMPLE 8.5

(a) There are 2! =2 -1 = 2 permutations in S,; they are 12 and 21.

(b) There are 3! =3 -2 -1 = 6 permutations in Ss; they are 123, 132, 213, 231, 312, 321.

Sign (Parity) of a Permutation

Consider an arbitrary permutation ¢ in S,, say ¢ =j,j, ---j,- We say ¢ is an even or odd permutation
according to whether there is an even or odd number of inversions in ¢. By an inversion in ¢ we mean a
pair of integers (i, k) such that i > k, but i precedes k in ¢. We then define the sign or parity of ¢, written
sgn o, by

Son o — 1 if oiseven
0= 1 if gisodd
EXAMPLE 8.6

(a) Find the sign of ¢ = 35142 in S;s.
For each element &, we count the number of elements i such that i > & and i precedes k in ¢. There are

2 numbers (3 and 5) greater than and preceding 1,
3 numbers (3, 5, and 4) greater than and preceding 2,
1 number (5) greater than and preceding 4.

(There are no numbers greater than and preceding either 3 or 5.) Because there are, in all, six inversions, ¢ is
even and sgn g = 1.

(b) The identity permutation ¢ = 123 ...n is even because there are no inversions in &.

(¢) In S,, the permutation 12 is even and 21 is odd. In S;, the permutations 123, 231, 312 are even and the
permutations 132, 213, 321 are odd.

(d) Let 7 be the permutation that interchanges two numbers i and j and leaves the other numbers fixed. That is,

(i) =, 1(j) =1, (k) =k, where k#ij

We call 1 a transposition. If i < j, then there are 2(j — i) — 1 inversions in t, and hence, the transposition t
is odd.

Remark: One can show that, for any #, half of the permutations in S, are even and half of them are
odd. For example, 3 of the 6 permutations in S; are even, and 3 are odd.

8.5. Determinants of Arbitrary Order

Let 4 = [a;] be a square matrix of order n over a field K.
Consider a product of n elements of 4 such that one and only one element comes from each row and
one and only one element comes from each column. Such a product can be written in the form

ayj, doj, "+ A,
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that is, where the factors come from successive rows, and so the first subscripts are in the natural order
1,2,...,n. Now because the factors come from different columns, the sequence of second subscripts
forms a permutation ¢ = j, j, - - - j, in S,,. Conversely, each permutation in S, determines a product of the
above form. Thus, the matrix 4 contains n! such products.

DEFINITION: The determinant of 4 = [a;], denoted by det(4) or |4|, is the sum of all the above !
products, where each such product is multiplied by sgn ¢. That is,

4| = 3" (sgn 0)ay; ay;, - -a,;

g

or 4] = > (sgn 0)ai4(1)02002) " * * no(n)

€S,

The determinant of the n-square matrix A4 is said to be of order n.

The next example shows that the above definition agrees with the previous definition of determinants
of orders 1, 2, and 3.

EXAMPLE 8.7

(a) Letd = [a;;] beal x 1 matrix. Because S; has only one permutation, which is even, det(4) = a,;, the number
itself.

(b) Let 4 = [a;] be a 2 x 2 matrix. In S,, the permutation 12 is even and the permutation 21 is odd. Hence,

apn dn

det(4) = &

= dayay — apdy)

(c) LetA =[a;] be a 3 x 3 matrix. In S;, the permutations 123, 231, 312 are even, and the permutations 321, 213,
ij 3
132 are odd. Hence,

ap app ap
det(d) = |ay; @y Gy | = ay1axa33 + a1pay3a31 + a13051a3; — Q1309031 — A1p0y A3z — Ay1Ax3d3,
a3z d3p d33

Remark: As n increases, the number of terms in the determinant becomes astronomical.
Accordingly, we use indirect methods to evaluate determinants rather than the definition of the
determinant. In fact, we prove a number of properties about determinants that will permit us to shorten
the computation considerably. In particular, we show that a determinant of order # is equal to a linear
combination of determinants of order n — 1, as in the case n = 3 above.

8.6 Properties of Determinants

We now list basic properties of the determinant.

THEOREM 8.1:  The determinant of a matrix 4 and its transpose A7 are equal; that is, |4| = |47].

By this theorem (proved in Problem 8.22), any theorem about the determinant of a matrix A4 that
concerns the rows of 4 will have an analogous theorem concerning the columns of 4.

The next theorem (proved in Problem 8.24) gives certain cases for which the determinant can be
obtained immediately.

THEOREM 8.2:  Let 4 be a square matrix.

(i) If A4 has a row (column) of zeros, then |A| = 0.
(ii) If 4 has two identical rows (columns), then |4| = 0.
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(iii)) If A4 is triangular (i.e., 4 has zeros above or below the diagonal), then
|4| = product of diagonal elements. Thus, in particular, || = 1, where [ is the
identity matrix.

The next theorem (proved in Problems 8.23 and 8.25) shows how the determinant of a matrix is
affected by the elementary row and column operations.

THEOREM 8.3:  Suppose B is obtained from 4 by an elementary row (column) operation.

(i) If two rows (columns) of 4 were interchanged, then |B| = —|4|.
(ii) If a row (column) of 4 were multiplied by a scalar k, then |B| = k|A|.

(iii)) If a multiple of a row (column) of 4 were added to another row (column) of 4,
then |B| = |4].

Major Properties of Determinants

We now state two of the most important and useful theorems on determinants.

THEOREM 8.4: The determinant of a product of two matrices 4 and B is the product of their
determinants; that is,

det(4B) = det(4) det(B)

The above theorem says that the determinant is a multiplicative function.

THEOREM 8.5:  Let 4 be a square matrix. Then the following are equivalent:

(i) A is invertible; that is, 4 has an inverse 47.
(il)) AX = 0 has only the zero solution.
(ili) The determinant of 4 is not zero; that is, det(4) # 0.

Remark: Depending on the author and the text, a nonsingular matrix 4 is defined to be an
invertible matrix 4, or a matrix 4 for which |4] # 0, or a matrix A4 for which 4X = 0 has only the zero
solution. The above theorem shows that all such definitions are equivalent.

We will prove Theorems 8.4 and 8.5 (in Problems 8.29 and 8.28, respectively) using the theory of
elementary matrices and the following lemma (proved in Problem 8.26), which is a special case of
Theorem 8.4.

LEMMA 8.6: Let E be an elementary matrix. Then, for any matrix 4, |EA| = |E||A|.
Recall that matrices 4 and B are similar if there exists a nonsingular matrix P such that B = P~'4P.

Using the multiplicative property of the determinant (Theorem 8.4), one can easily prove (Problem 8.31)
the following theorem.

THEOREM 8.7:  Suppose 4 and B are similar matrices. Then |4| = |B].

8.7 Minors and Cofactors

Consider an n-square matrix 4 = [a;]. Let M;; denote the (n — 1)-square submatrix of 4 obtained by
deleting its ith row and jth column. The determinant || is called the minor of the element a;; of 4, and

we define the cofactor of a;;, denoted by 4, to be the *‘signed’” minor:

i+j
Aij = (_1) ]|My|
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Note that the “‘signs’’ (—l)iﬁ accompanying the minors form a chessboard pattern with +’s on the main
diagonal:

We emphasize that M;; denotes a matrix, whereas 4;; denotes a scalar.

Remark: The sign (—1 )Hj of the cofactor 4 is frequently obtained using the checkerboard pattern.
Specifically, beginning with + and alternating signs:
+7_7+7_7"'7

count from the main diagonal to the appropriate square.

(1 2 3
EXAMPLE 88 Let 4= |4 5 6. Find the following minors and cofactors: (a) |[M,;| and A3,
(b) |Mj,] and A45;. |7 8 9
1 2 3 1 2
(@) [My|=|4 5 6|= ‘:8—14:—6, and s0 Ay, = (—1)7 7 |My| = —(—6) = 6
7 8
7 8 9
1 2 3 s 3
(b) |My|=1[4 5 6|= =12-15=-3, and so Ay = (=1)"|My,| = +(-3) = -3
7 8 9 > 6

Laplace Expansion
The following theorem (proved in Problem 8.32) holds.

THEOREM 8.8:  (Laplace) The determinant of a square matrix 4 = [a;] is equal to the sum of the
products obtained by multiplying the elements of any row (column) by their
respective cofactors:

n

|| = andy +apdp + -+ ayd;y, = Z} a;A;;
=
n

A = aydy + aydy + -+ aydiy = > azd;
P

The above formulas for |4] are called the Laplace expansions of the determinant of 4 by the ith row
and the jth column. Together with the elementary row (column) operations, they offer a method of
simplifying the computation of |4], as described below.

8.8 Evaluation of Determinants

The following algorithm reduces the evaluation of a determinant of order n to the evaluation of a
determinant of order n — 1.

ALGORITHM 8.1:  (Reduction of the order of a determinant) The input is a nonzero r-square matrix
A4 = [a;] with n > 1.

Step 1. Choose an element a; = 1 or, if lacking, a; # 0.

Step 2. Using a; as a pivot, apply elementary row (column) operations to put 0’s in all the other

positions in the column (row) containing a;;.

Step 3. Expand the determinant by the column (row) containing a;;.
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The following remarks are in order.

Remark 1: Algorithm 8.1 is usually used for determinants of order 4 or more. With determinants
of order less than 4, one uses the specific formulas for the determinant.

Remark 2: Gaussian elimination or, equivalently, repeated use of Algorithm 8.1 together with row
interchanges can be used to transform a matrix 4 into an upper triangular matrix whose determinant is the
product of its diagonal entries. However, one must keep track of the number of row interchanges, because
each row interchange changes the sign of the determinant.

5 4 2 1
2 3 1 -2
-5 -7 =3 9
1 -2 -1 4

EXAMPLE 8.9 Use Algorithm 8.1 to find the determinant of 4 =

Use a,; = 1 as a pivot to put 0’s in the other positions of the third column; that is, apply the row operations
“Replace R; by —2R, + R;,”” ‘‘Replace R; by 3R, + R;,”” and ‘‘Replace R, by R, + R,.”” By Theorem 8.3(iii), the
value of the determinant does not change under these operations. Thus,

5 4 2 1 1 =2 0 5

| = 2 3 1 =2y (2 3 1 =2
-5 -7 -3 9 1 2 0 3

I -2 -1 4 3 1 0 2

Now expand by the third column. Specifically, neglect all terms that contain 0 and use the fact that the sign of the
minor My; is (—1)*"* = —1. Thus,

SR
== 5 o 3|=-|1 2 3|=-(4-1845-30-3+4)=—(-38) =138
310 2 32

8.9 Classical Adjoint

Let 4 = [a;] be an n x n matrix over a field K and let 4; denote the cofactor of a;;. The classical adjoint
of A, denoted by adj A4, is the transpose of the matrix of cofactors of 4. Namely,

adj 4 = [4,]

We say ‘‘classical adjoint’’ instead of simply ‘‘adjoint’’ because the term ‘‘adjoint’’ is currently used for
an entirely different concept.

EXAMPLE 8.10 Let 4 = 3 —431 _; . The cofactors of the nine elements of A follow:
1 -1 5
R S LRI e
A21:*_i _‘5"2117 A22:+H _2‘214, Ayy = ‘% _?':5
A=+ _;'_—10, Ay =2 _‘2"_ 4, A33_+‘(2) _i'__g
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The transpose of the above matrix of cofactors yields the classical adjoint of 4; that is,

~18 —11 —10
adjid=| 2 14 -4
4 5 -8

The following theorem (proved in Problem 8.34) holds.

THEOREM 8.9: Let 4 be any square matrix. Then
A(adj A) = (adj 4)4 = |4|]

where [ is the identity matrix. Thus, if [4] # 0,

INEE S
A 1:m(adjfl)

EXAMPLE 8.11 Let 4 be the matrix in Example 8.10. We have

det(4) = —40+6+0— 16 +4+0 = —46

Thus, A does have an inverse, and, by Theorem 8.9,

| 18 110 2 us
A= rada) =l 2 14 4 = -
SEERE R PRI

8.10 Applications to Linear Equations, Cramer’s Rule

Consider a system AX = B of » linear equations in #» unknowns. Here 4 = [aij] is the (square) matrix of
coefficients and B = [b,] is the column vector of constants. Let 4; be the matrix obtained from A by
replacing the ith column of 4 by the column vector B. Furthermore, let

D - det(A), Nl = det(Al)7 N2 - det(Az), ey Nn — det(An)
The fundamental relationship between determinants and the solution of the system 4AX = B follows.

THEOREM 8.10:  The (square) system 4AX = B has a solution if and only if D # 0. In this case, the
unique solution is given by

_M

NZ
Y = N
"7 p> D

Xy = y ceuy X, =

The above theorem (proved in Problem 8.10) is known as Cramer’s rule for solving systems of linear
equations. We emphasize that the theorem only refers to a system with the same number of equations as
unknowns, and that it only gives the solution when D # 0. In fact, if D = 0, the theorem does not tell us
whether or not the system has a solution. However, in the case of a homogeneous system, we have the
following useful result (to be proved in Problem 8.54).

THEOREM 8.11: A square homogeneous system 4X = 0 has a nonzero solution if and only if
D=|4]=0.
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x+ y+ z= 5
EXAMPLE 8.12 Solve the system using determinants x—2y—3z=-1
2x+ y— z= 3

First compute the determinant D of the matrix of coefficients:

1 1 1
D=1 -2 -3|=2-6+1+4434+1=5
2 1 -1

Because D # 0, the system has a unique solution. To compute N,, N,, N, we replace, respectively, the coefficients
of x,y,z in the matrix of coefficients by the constant terms. This yields

1 1 1 5 1 1 1
N,=|-1 -2 -3|=20, N,=|1 -1 =3|=-10, N, =1 =2 —1|=15
1 -1 2 3 -1 2 1

Thus, the unique solution of the system is x=N,/D=4, y=N,/D= -2, z=N,/D=3; that is, the
vector u = (4,—-2,3).

8.11 Submatrices, Minors, Principal Minors

LetA4 = [ai/} be a square matrix of order n. Consider any r rows and » columns of A. That is, consider any
set I = (iy,i,,...,i,.) of r row indices and any set J = (j;, /5, - .,j,) of r column indices. Then 7 and J
define an r x r submatrix of 4, denoted by 4(I;.J), obtained by deleting the rows and columns of 4 whose
subscripts do not belong to / or J, respectively. That is,

AL ) =ay: sel,teJ]

The determinant |4(Z;J)] is called a minor of A of order r and

(1)t g )|

is the corresponding signed minor. (Note that a minor of order » — 1 is a minor in the sense of Section
8.7, and the corresponding signed minor is a cofactor.) Furthermore, if I’ and J' denote, respectively, the
remaining row and column indices, then

A5
denotes the complementary minor, and its sign (Problem 8.74) is the same sign as the minor.

EXAMPLE 8.13 Let 4 = [a;] be a S-square matrix, and let /= {1,2,4} and J = {2,3,5}. Then
I'={3,5} and J' = {1,4}, and the corresponding minor [M| and complementary minor [M’| are as
follows:
i di3 4s
M| = |A(L;J)| = |ayn  ay  ass and M| =A(I";]')] =
Qg Qg3 dys

azp dzg
dsp  dsy

Because 1 +2+4+2+3+5=17 is odd, —|M| is the signed minor, and —|M’| is the signed complementary
minor.

Principal Minors

A minor is principal if the row and column indices are the same, or equivalently, if the diagonal elements
of the minor come from the diagonal of the matrix. We note that the sign of a principal minor is always
+1, because the sum of the row and identical column subscripts must always be even.
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1 2 -1
EXAMPLE 8.14 Let 4 = 3 5 4. Find the sums C,, C,, and C; of the principal minors of 4 of
-3 1 =2

orders 1, 2, and 3, respectively.
(a) There are three principal minors of order 1. These are
1] =1, |5| =5, | —2|=-2, and so Ci=1+5-2=4
Note that C; is simply the trace of 4. Namely, C; = tr(4).

(b) There are three ways to choose two of the three diagonal elements, and each choice gives a minor of order 2.

These are
1 2 1 -1 5 4
‘3 5| =1 ‘—3 —2‘_1’ |1 —2“‘14

(Note that these minors of order 2 are the cofactors 453, 4,5, and 4;, of 4, respectively.) Thus,
C=—-14+1-14=-14

(c) There is only one way to choose three of the three diagonal elements. Thus, the only minor of order 3 is the
determinant of A itself. Thus,

Cy=]A|=—10-24—-3—15—4+12=—44

8.12 Block Matrices and Determinants

The following theorem (proved in Problem 8.36) is the main result of this section.

THEOREM 8.12:  Suppose M is an upper (lower) triangular block matrix with the diagonal blocks
A, A4,,...,A4, Then
det(M) = det(4,) det(4,) ...det(4,)

2 3 : 4 7 8
-1 513 2 1
EXAMPLE 8.15 Find |[M|where M = | 0 072 1 5
0 0,3 -1 4
0 0'5 2 6
Note that M is an upper triangular block matrix. Evaluate the determinant of each diagonal block:
2 3 2 1 5
=10+3 =13, 3 -1 4|=-12420+30+25-16—-18=29
’ -1s ‘ 5 26

Then |M| = 13(29) = 377.

A B]
c D]
true that |M| = |4||D| — |B||C|. (See Problem 8.68.)

, where A, B, C, D are square matrices. Then it is not generally

Remark: Suppose M = [

8.13 Determinants and Volume

Determinants are related to the notions of area and volume as follows. Let u,u,, . . ., u, be vectors in R".
Let S be the (solid) parallelopiped determined by the vectors; that is,

S=A{aqu; +ayu, +---+au,: 0<qg <lfori=1,...,n}

(When n = 2, S is a parallelogram.) Let ¥ (S) denote the volume of S (or area of § when n = 2). Then
V(S) = absolute value of det (4)
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where 4 is the matrix with rows u,u,, ..., u,. In general, V' (S) = 0 if and only if the vectors u,...,u,
do not form a coordinate system for R” (i.e., if and only if the vectors are linearly dependent).

EXAMPLE 8.16 Let u; = (1,1,0), u, = (1,1,1), u3 = (0,2,3). Find the volume V' (S) of the parallelo-
piped S in R® (Fig. 8-2) determined by the three vectors.

Figure 8-2

Evaluate the determinant of the matrix whose rows are u, u,, u3:

1 10
1 1 1/=3+40+0-0-2-3=-2
0 2 3

Hence, V(S) =| - 2| =2.

8.14 Determinant of a Linear Operator

Let F be a linear operator on a vector space V' with finite dimension. Let 4 be the matrix representation of
F relative to some basis S of V. Then we define the determinant of F, written det(F), by

det(F) = |4]
If B were another matrix representation of F relative to another basis S’ of ¥, then 4 and B are similar

matrices (Theorem 6.7) and |B| = |A| (Theorem 8.7). In other words, the above definition det(F) is
independent of the particular basis S of V. (We say that the definition is well defined.)

The next theorem (to be proved in Problem 8.62) follows from analogous theorems on matrices.

THEOREM 8.13:  Let F and G be linear operators on a vector space V. Then
(i) det(Fo G) = det(F) det(G).
(if) F is invertible if and only if det(F) # 0.

EXAMPLE 8.17 Let F be the following linear operator on R® and let 4 be the matrix that represents F
relative to the usual basis of R>:

2 -4 1
F(x,y,z) =(2x—4y+z, x—2y+3z, Sx+y—=2) and A4={(1 -2 3
5 I -1

Then
det(F) = |4 =4-60+1+10—6—4 = —55
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8.15 Multilinearity and Determinants

Let V be a vector space over a field K. Let .o/ = J'”; that is, .o/ consists of all the n-tuples
A - (Al’AZ? e ,An)

where the A4; are vectors in V. The following definitions apply.

DEFINITION: A function D: .o/ — K is said to be multilinear if it is linear in each component:

(1) If4,=B+C, then
D) = D(..., B+C, ...) = D(...,B,...,)+D(...,C,...)

(i) If A; = kB, where k € K, then
D(A) = D(...,kB,...) = kD(...,B,...)

We also say n-linear for multilinear if there are » components.

DEFINITION: A function D: .o/ — K is said to be alternating if D(A) = 0 whenever 4 has two
identical elements:

D(A4,,4;,...,4,) =0 whenever 4, =4;, i#]

Now let M denote the set of all n-square matrices 4 over a field K. We may view 4 as an n-tuple
consisting of its row vectors 4,,4,,...,4,; that is, we may view A4 in the form 4 = (4,,4,,...,4,).

The following theorem (proved in Problem 8.37) characterizes the determinant function.

THEOREM 8.14:  There exists a unique function D: M — K such that
(i) D is multilinear, (ii) D is alternating, (iii) D(/) = 1.

This function D is the determinant function; that is, D(4) = |4|, for any matrix
AeM.

SOLVED PROBLEMS

Computation of Determinants

8.1. Evaluate the determinant of each of the following matrices:

6 5 2 -3 4 -5 t—5 6
(@) A={2 3},03) B=[4 7},(«:) C={_1 _2},«1) D=[ ; t+2}
Use the formula a z‘ =ad — bc:

(@) |4] =6(3)—5(2)=18—10=38

(b) |B| =14+12=26

@© |C|=-8-5=-13

) |D]=(t—5)(t+2)—18=72—3t—10—18 =2 — 10 — 28

8.2. Evaluate the determinant of each of the following matrices:

2 3 4 1 -2 3 1 3 =5
@@ A= |5 4 3|,(b) B=1|2 4 —1|,c) C=|3 -1 2
1 2 1 15 -2 1 -2 1
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Use the diagram in Fig. 8-1 to obtain the six products:
(@ 4] =24)(1)+33)(1)+4(2)(5) —1(4)(4) —2(3)(2) —1(3)(5) =8+9+40—-16—-12 —15=14
(b) [B]=-8+2+30-12+5-8=9
© |IC]==-146+30—-5+4-9=25

8.3. Compute the determinant of each of the following matrices:

4 -6 8 9 L
2 3 4 DA b3
@ 4=1|5 6 7\.0) B=|, o L ol c=[3 1 -
8 9 1 0 00 3 -4 1

(a) One can simplify the entries by first subtracting twice the first row from the second row—that is, by
applying the row operation ‘‘Replace R, by —2; + R,.”” Then

2 3 4| |23 4
Al=15 6 7|=|1 0 —1|=0-24+36-0+18—3=27
8 9 1| [8 9 1

(b) B is triangular, so |B| = product of the diagonal entries = —120.

(c) The arithmetic is simpler if fractions are first eliminated. Hence, multiply the first row R; by 6 and the
second row R, by 4. Then

3 -6 -2

24C|=|3 2 —4|=6+24+24+4-48+18=28  s0|C|== =
1 -4 1 246

28 7
4

8.4. Compute the determinant of each of the following matrices:

s 5 —3 _o 6 2 1 0 5
2 1 1 =2 1

(a) A= _? _g _; _g,(b) B=|1 1 2 =2 3
1 —6 4 3 30 2 3 -1

-1 -1 -3 4 2
(a) Use as; =1 as a pivot to put 0’s in the first column, by applying the row operations ‘‘Replace R, by
—2R; + R;,” “‘Replace R, by 2R; + R,,”” and ‘‘Replace R, by R; + R,.”” Then

2 5 =3 =2 0 -1 1 -6

—1 1 -6
-2 -3 2 -5 0 3 -2 -1

4| = = = 3 -2 -1
1 3 -2 2 1 3 -2 2

-3 2 5
-1 -6 4 3 o -3 2 5

=104+3-36+36-2—-15=—-4

(b) First reduce |B| to a determinant of order 4, and then to a determinant of order 3, for which we can use
Fig. 8-1. First use ¢,, = 1 as a pivot to put 0’s in the second column, by applying the row operations
“Replace R, by —2R, + R;,”” “‘Replace R; by —R, + R;,”” and ‘‘Replace R by R, + Rs.”” Then

2 0 -1 4 3
2 -1 4 3 1 4 5
21 1 -2 1
-1 10 2 0 1.0 0
Bl=l-1 0 1 o0 2|= =
32 3 -1 5 23 -5
30 2 3 -1
1 22 3| |-1 =22 7
10 -2 2 3
1 4 5
=| 5 3 —5[=21+420+50+15+10— 140 = —34
-1 2 7
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Cofactors, Classical Adjoints, Minors, Principal Minors

8.5. Letd=

8.6.

8.7.

2 1 -3 4

5 -4 7 =2
4 0 6 -3
3 =2 5 2

(a) Find A,3, the cofactor (signed minor) of 7 in A.
(b) Find the minor and the signed minor of the submatrix M = A(2,4; 2,3).
(¢c) Find the principal minor determined by the first and third diagonal entries—that is, by

(a)

(b)

(©)

M=A4(1,3; 1,3).

Take the determinant of the submatrix of 4 obtained by deleting row 2 and column 3 (those which
contain the 7), and multiply the determinant by (71)24’3:

2 1 4
Ap=—l4 0 —3|=—(=61)=6l
3 -2 2

The exponent 2 + 3 comes from the subscripts of 4,;—that is, from the fact that 7 appears in row 2 and
column 3.

The row subscripts are 2 and 4 and the column subscripts are 2 and 3. Hence, the minor is the
determinant

Ay axy
gy Ay

M| =

—4 7
-2 5

and the signed minor is (—1)*"*""3 M| = —|M| = —(—6) = 6.

The principal minor is the determinant

‘:—204—14:—6

2 =3
4 6

M| = apn  ap

' =12+12=24
d3;  az3

Note that now the diagonal entries of the submatrix are diagonal entries of the original matrix. Also, the
sign of the principal minor is positive.

1 1 1
LetB= |2 3 4|.Find: (a) |B|, (b) adjB, (c) B! using adjB.
8 9

5

(@ |B|=27+20+16—-15-32—-18= -2
(b) Take the transpose of the matrix of cofactors:
T3 4 2 4 2 317
8 9 59 5 8 s 2 117 T-s -1
, 11 11 11
adj B= | — - =|-1 4 3| =2 4 2
89 > 9 > 8 1 -2 1 1 -3 1
11 11 11 B B
| 3 4 2 4 2 3]
1 I 31 2
(c) Because|B\5£0,B_1:E(adj3):—2 2 4 2|=|-1 =2 1
e T B

1 23
LetA= |4 5 6/, and let S, denote the sum of its principal minors of order k. Find S for
0 7 8

(@)

k=1, (b) k=2, (c) k=23.
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(a) The principal minors of order 1 are the diagonal elements. Thus, S is the trace of A4; that is,
S,=tr(d)=14+5+8=14
(b) The principal minors of order 2 are the cofactors of the diagonal elements. Thus,

5 6
7 8

- 24+8-3=3

52:A11+A22+A33:‘ 0 8 45

o s+l 3]

Jr

(c) There is only one principal minor of order 3, the determinant of 4. Then
S; =14 =40+0+84—-0—42 —64 =18

1 3 0 -1
-4 2 5 1 . . .
88. Letd= ) 0 3 _al° Find the number N, and sum S, of principal minors of order:
3 21 4

(a) k=1, (b)) k=2, (c) k=3, (d) k=4
Each (nonempty) subset of the diagonal (or equivalently, each nonempty subset of {1,2,3,4})

!
determines a principal minor of 4, and N, = (Z) = ﬁ of them are of order £.
I(n—k)!

Thus,le(él‘>=4, N2:<;>:6, N3:<g):4, N4:(j>:1

@ S; =1+ 2|+ 13|+ 4 =1+24+3+4=10

1 3] |1 o] [1 —1| |25 2 1] (3 -2

®5=]_, 2‘ 1 3‘+'3 4’+‘0 3‘+‘—2 4' ‘1 4‘
—144+3+7+6+10+14=54

13 0 13 —1] 1 0 -1 25 1

© Sy=|-4 2 5/+|-4 2 1|+[1 3 —2/+] 0 3 -2

10 3 3 2 4 |31 4 |21 4

= 57465+22+54=198
(d) S, = det(4) = 378

Determinants and Systems of Linear Equations

Jy+2x=z+1
8.9. Use determinants to solve the system ¢ 3x +2z=8 — 5y.
3z—1=x—-2

First arrange the equation in standard form, then compute the determinant D of the matrix of
coefficients:

2x+3y— z= 1 2 3 -1
3x+5y+2z= 8 and D=3 5 2|=-30+6+6+5+8+27=22
x—2y—-3z=-1 1 -2 -3

Because D # 0, the system has a unique solution. To compute N,,N,,N., we replace, respectively, the
coefficients of x,y, z in the matrix of coefficients by the constant terms. Then

1 3 -1 2 1 -1 2 3 1
N=| 8 5 2|=66 N,=[3 8 2|=-22 N=1[3 5 =44
-1 -2 -1 1 -1 -3 1 -2 -1
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Thus,
_Ne_66_ N2 N
D 22 ’ D 22 ’ D 22
kx+y+z=1
8.10. Consider the system ¢ x+ky+z=1
x+y+hkz=1

Use determinants to find those values of £ for which the system has
(a) a unique solution, (b) more than one solution, (c) no solution.

(a) The system has a unique solution when D # 0, where D is the determinant of the matrix of coefficients.
Compute

D= =B +14+1—k—k—k=E -3k+2=(k—1)*(k+2)

P— N

1
k
1

=

Thus, the system has a unique solution when
(k—1)*(k+2)#0, whenk#1andk #2
(b and ¢) Gaussian elimination shows that the system has more than one solution when £ = 1, and the

system has no solution when k& = —2.

Miscellaneous Problems

8.11. Find the volume V'(S) of the parallelepiped S in R*® determined by the vectors:
@ u; =(1,1,1),u, = (1,3,-4),u; = (1,2, -95).
(b) u, = (1,2,4),u, = (2,1,-3),u; = (5,7,9).

V(S) is the absolute value of the determinant of the matrix M whose rows are the given vectors. Thus,

1 1 1
@ |M|=|1 3 —4|=—15—4+4+2-3+8+5=—7 Hence, V(S)=|-7=7.
1 2 =5
1 2 4
(b) M|=|2 1 -3]=9-30+56—20+21—36=0.Thus, V(S) =0, or, in other words, u,, u,, u;
5 7 9

lie in a plane and are linearly dependent.

34000 3 41010 O
2500 0 [2.50/00
8.12. Find det(M) where M = |0 9 2 0 0| =|0 91210 0
0506 7 0 5/0[6 7
0 0 4 3 4 0 01413 4
M is a (lower) triangular block matrix; hence, evaluate the determinant of each diagonal block:
3 4
'2 5 =15-8=7, 12| =2, ‘ =24-21=3

Thus, |M| =7(2)(3) = 42.

8.13. Find the determinant of F: R?> — R> defined by
F(x,y,z) = (x +3y —4z, 2y + 7z, x+ 5y — 3z2)
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The determinant of a linear operator F is equal to the determinant of any matrix that represents F. Thus
first find the matrix A representing F in the usual basis (whose rows, respectively, consist of the coefficients
of x,y,z). Then

1 3 —4
A—[O 2 7} andso  det(F)=|4]=—6+21+0+8—35—-0=—8
15 -3

8.14. Write out g = g(x;,x,,x3,x4) explicitly where

g(xlvxb s vxn) = H(xi _xj)'

i<j
The symbol [] is used for a product of terms in the same way that the symbol > is used for a sum of
terms. That is, [ ];_; (x; —x;) means the product of all terms (x; — x;) for which i < j. Hence,

g =281, .. xy) = (r — x)(x) —x3) (x) — x4) (ory — x3) (x5 — x4) (o3 — x4)
8.15. Let D be a 2-linear, alternating function. Show that D(4,B) = —D(B, 4).
Because D is alternating, D(4,4) = 0, D(B, B) = 0. Hence,

D(A+ B,A+ B) = D(4,4) + D(4, B) + D(B, A) + D(B, B) = D(A, B) + D(B, A)
However, D(4 + B, A+ B) = 0. Hence, D(4,B) = —D(B, 4), as required.
Permutations

8.16. Determine the parity (sign) of the permutation ¢ = 364152.

Count the number of inversions. That is, for each element k, count the number of elements i in ¢ such
that i > k and i precedes & in ¢. Namely,

k=1: 3 numbers (3,6,4) k=4: 1 number (6)
k=2: 4numbers (3,6,4,5) k=5: 1 number (6)
k=3: 0 numbers k =6: 0 numbers

Because 3+4+0+1+4+14+0=9 is odd, ¢ is an odd permutation, and sgn ¢ = —1.
8.17. Let ¢ = 24513 and t = 41352 be permutations in Ss. Find (a) too, (b) o L.
Recall that ¢ = 24513 and t© = 41352 are short ways of writing

a:(é i z T j) or o(l)=2, o2)=4, ¢3)=5 o4 =1, o5 =3

1 2 3 4 5
‘C:<4 1 3 5 2§> or (l)=4, 2(2)=1, (3)=3, (4)=5, 1(5)=2

(a) The effects of ¢ and then 7 on 1,2,3,4,5 are as follows:
1—-2—1, 2—-4-5, 3—-5—=2, 4—1—4, 5—3-3
[That is, for example, (10 ¢)(1) = 1(c(1)) = 7(2) = 1.] Thus, t0 g = 15243.
(b) By definition, 6~ '(j) = k if and only if ¢(k) = j. Hence,

Lo (2 4513\ (123 4°5 o
“*<12345*41523 or o =41523

8.18. Let g =, j, . . .j, be any permutation in S,. Show that, for each inversion (i, k) where i > k but i
precedes k in o, there is a pair (i*,;*) such that
i< k* and a(i*) > a(j*) (1)
and vice versa. Thus, ¢ is even or odd according to whether there is an even or an odd number of
pairs satisfying (1).
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8.19.

8.20.

8.21.

Choose i* and k* so that ¢(i*) =i and o(k*) = k. Then i > k if and only if o(i*) > g(k*), and i
precedes k in ¢ if and only if i* < k*.

Consider the polynomials g = g(x,...,x,) and o(g), defined by
g = g(xl? s 7xn) = H('xi _xj) and G(g) = H(xa(i) - xa(j))

i<j i<j
(See Problem 8.14.) Show that ¢(g) = g when ¢ is an even permutation, and o(g) = —g when o is
an odd permutation. That is, 6(g) = (sgn o)g.

Because o is one-to-one and onto,
a(g) = H(xcr(i) _xa(j)) = H .(xi _xj)
<j i<jori>j

Thus, o(g) or o(g) = —g according to whether there is an even or an odd number of terms of the form
x; — X;, where i > j. Note that for each pair (i,/) for which

i<j and a(i) > a(})

there is a term (x,(;) — X,( ;) in o(g) for which a(i) > o( /). Because o is even if and only if there is an even

number of pairs satisfying (1), we have ¢(g) = g if and only if ¢ is even. Hence, 6(g) = —g if and only if ¢
is odd.
Let 0,7 € S,. Show that sgn(t° ¢) = (sgn 7)(sgn o). Thus, the product of two even or two odd

permutations is even, and the product of an odd and an even permutation is odd.
Using Problem 8.19, we have
sgn(to0) g = (10 0)(g) = 1(a(g)) = t((sgn 0)g) = (sgn 7)(sgn 0)g
Accordingly, sgn (10 ¢) = (sgn 7)(sgn ).

Consider the permutation ¢ =j,j,---j,. Show that sgno~' =sgno and, for scalars a
show that

ij>

4192 " Gjn = A1k Gk, " Ok,

n

where 67! = kk, -+ - k,.

We have 67! o ¢ = ¢, the identity permutation. Because ¢ is even, ¢! and ¢ are both even or both odd.
Hence sgn ¢! = sgn 0.
Because ¢ = j,j, - -+, is a permutation, a; a5 - @; , = iy, Aoy, = Ay, - Then ky, ky, ... k, have the

property that
o(k) =1, a(ky) =2, ce a(k,

Let t = kyk, - - - k,,. Then, fori=1,...,n,
(0o0)(i) = a(z(i)) = a(k;) =i

Thus, g0 © = &, the identity permutation. Hence, 1 =0~ ".

Proofs of Theorems

8.22,

Prove Theorem 8.1: |47| = |4].
If A = [ay], then A" = [b,], with b; = a;. Hence,

47| = 37 (380 0)b1o(1)b26(2)  + Bron) = 3o (S0 0)ao(1) 185212 ** Aoayn

gES, oES,
Let 1 = ¢~ '. By Problem 8.21 sgn t = sgn ¢, and As(1),19(2)2 " " Ao(m)n = A1e(1)92:(2) * * " Ane(n)- Hence,

AT = 37 (sgn T)ay (1) @e2) Qo)

[gsh
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However, as ¢ runs through all the elements of S,,7 = ¢! also runs through all the elements of S,,. Thus,
j4T| = |4].

8.23. Prove Theorem 8.3(i): If two rows (columns) of 4 are interchanged, then |B| = —|A|.

We prove the theorem for the case that two columns are interchanged. Let t be the transposition that
interchanges the two numbers corresponding to the two columns of A that are interchanged. If 4 = [a;;] and
B = [b;], then b; = a;-(;)- Hence, for any permutation o,

bis1D26(2) "+ Do) = A1(zo 0)(1)%2(x0 0)(2) " * " Az o)(n)

Thus,
1Bl = > (580 0)b1501)D2502) **  Dug(ny = 2 (881 0)a1(c0 5)(1)%2(c0 0)(2) " * n(zo o) (n)
€S, €S,
Because the transposition 7 is an odd permutation, sgn(to ¢) = (sgn t)(sgn g) = —sgn . Accordingly,
sgn ¢ = —sgn (t° ¢), and so
|B] = — XS: [sgn(zeo 0)]611(1%)(1)612(106)(2) © (o ) (n)
=
But as ¢ runs through all the elements of S, 7 © ¢ also runs through all the elements of S,,. Hence, |B| = —|4]|.

8.24. Prove Theorem 8.2.
(i) If A has a row (column) of zeros, then |4| = 0.

(ii) If A4 has two identical rows (columns), then |4| = 0.

(iii) If 4 is triangular, then |4| = product of diagonal elements. Thus, |/| = 1.

(i) Each term in |4| contains a factor from every row, and so from the row of zeros. Thus, each term of |4|
is zero, and so |4| = 0.

(i) Suppose 1 + 1 # 0 in K. If we interchange the two identical rows of 4, we still obtain the matrix A.
Hence, by Problem 8.23, |4| = —|A|, and so |4| = 0.
Now suppose 1 + 1 =0 in K. Then sgn ¢ =1 for every ¢ € S,. Because 4 has two identical
rows, we can arrange the terms of 4 into pairs of equal terms. Because each pair is 0, the determinant
of A4 is zero.

(iii) Suppose 4 = [a;] is lower triangular; that is, the entries above the diagonal are all zero: a; = 0
whenever i < j. Consider a term ¢ of the determinant of 4:

t=(sgno)ay ay, --a where =iy -1,

ni,

Suppose i; # 1. Then 1 < i and so a;;, = 0; hence, ¢ = 0. That is, each term for which 7, # 1 is
Zero.

Now suppose i; = 1 but i, # 2. Then 2 < i, and so a,;, = 0; hence, ¢ = 0. Thus, each term
for which i; # 1 or i, # 2 is zero.

Similarly, we obtain that each term for which iy #1 or i, #2or ... ori, # n is zero.
Accordingly, |4| = a;,ay, - - - a,, = product of diagonal elements.

8.25. Prove Theorem 8.3: B is obtained from A by an elementary operation.
(i) If two rows (columns) of 4 were interchanged, then |B| = —|4].
(ii) If a row (column) of 4 were multiplied by a scalar k, then |B| = k|4]|.
(iii) If a multiple of a row (column) of 4 were added to another row (column) of 4, then |B| = |4|.
(1) This result was proved in Problem 8.23.
(ii) If the jth row of 4 is multiplied by £, then every term in |4]| is multiplied by &, and so |B| = k|A4|. That is,
|B] = >_ (sgn U)alilaziz e (kajij) oy, = k) (sgn O-)alilaZiZ Ccly, = k4|

g



gD— CHAPTER 8 Determinants

8.26.

8.27.

8.28.

8.29.

8.30.

8.31.

8.32.

(iii)  Suppose ¢ times the kth row is added to the jth row of 4. Using the symbol " to denote the jth position
in a determinant term, we have

—

|B] = >_ (sgn U)alil o, ="+ (cakik + ajij) cee Gy,
a

=c) (sgn 0)‘111‘I Ay, 'a/I;'k L A > (sgn 0)“11‘] @iy~ Gy~ Ay,
4 o

The first sum is the determinant of a matrix whose kth and jth rows are identical. Accordingly, by
Theorem 8.2(ii), the sum is zero. The second sum is the determinant of 4. Thus, |B| = ¢ - 0 + |4]| = |4].

Prove Lemma 8.6: Let E be an elementary matrix. Then |EA| = |E||4].

Consider the elementary row operations: (i) Multiply a row by a constant k # 0,
(i) Interchange two rows, (iii) Add a multiple of one row to another.

Let E,,E,, E5 be the corresponding elementary matrices That is, E|, E,, E; are obtained by applying the
above operations to the identity matrix /. By Problem 8.25,

|Ey| = k|I| = K, Byl = =] = —1, |E5| = [1] =1

Recall (Theorem 3.11) that ;4 is identical to the matrix obtained by applying the corresponding operation
to A. Thus, by Theorem 8.3, we obtain the following which proves our lemma:

|EA| = klA] = |Eq||4], |ExA| = —|A] = |E,||4], |EsA| = |A] = 1|4] = [E5]|4]

Suppose B is row equivalent to a square matrix 4. Prove that |B| = 0 if and only if |4] = 0.

By Theorem 8.3, the effect of an elementary row operation is to change the sign of the determinant or to
multiply the determinant by a nonzero scalar. Hence, |B| = 0 if and only if |4| = 0.

Prove Theorem 8.5: Let A be an n-square matrix. Then the following are equivalent:
(i) 4 is invertible, (i) A4X = 0 has only the zero solution, (iii) det(4) # 0.

The proof is by the Gaussian algorithm. If 4 is invertible, it is row equivalent to /. But |7| # 0. Hence,
by Problem 8.27, |4| # 0. If 4 is not invertible, it is row equivalent to a matrix with a zero row. Hence,
det(4) = 0. Thus, (i) and (iii) are equivalent.

If AX = 0 has only the solution X = 0, then A4 is row equivalent to 7 and 4 is invertible. Conversely, if
A is invertible with inverse 47!, then

X=IX=UA"'"AX=4"4X)=4""0=0
is the only solution of 4AX = 0. Thus, (i) and (ii) are equivalent.

Prove Theorem 8.4: |[AB| = |A||B|.

If A is singular, then 4B is also singular, and so |[AB| =0 = |4||B|. On the other hand, if 4 is
nonsingular, then 4 = E, - - - E, E}, a product of elementary matrices. Then, Lemma 8.6 and induction yields

[AB| = |E, - - E;E\B| = |E, |- - |Eo||Ey||B] = |A]|B]

Suppose P is invertible. Prove that [P~!| = |P| "'
P 'P =1 Hence,1=|I|=|P'P|=|P'||P|,and so |[P"'| = |P|"".

Prove Theorem 8.7: Suppose 4 and B are similar matrices. Then |4| = |B|.

Because A and B are similar, there exists an invertible matrix P such that B = P~ 4P. Therefore, using
Problem 8.30, we get |B| = |P~'AP| = |P~"||4||P| = |A||P~'||P = |4|.

We remark that although the matrices P~! and 4 may not commute, their determinants |[P~!| and |4| do
commute, because they are scalars in the field K

Prove Theorem 8.8 (Laplace): Let 4 = [a;], and let 4;; denote the cofactor of a;;. Then, for any i or j
|A| :ailAl»l +"'+amAm and |A| :ale1j+"'+anjAnj
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8.33.

8.34.

Because |A4| = |47|, we need only prove one of the expansions, say, the first one in terms of rows of 4.
Each term in |4| contains one and only one entry of the ith row (a;;,ap,...,qa;,) of A. Hence, we can write
|4] in the form

|| = ap A} + apd}h + -+ a;, 4},
(Note that 4% is a sum of terms involving no entry of the ith row of 4.) Thus, the theorem is proved if we can
show that
Ay =4y = (=1)"7|M]

where M; is the matrix obtained by deleting the row and column containing the entry a;;. (Historically, the

expression A% was defined as the cofactor of a;, and so the theorem reduces to showing that the two

definitions of the cofactor are equivalent.)
First we consider the case that i = n, j = n. Then the sum of terms in |4]| containing a,, is

annA)nkn =y Z(sgn O-)ala(l)a2a(2) o p_16(n—1)
¢

where we sum over all permutations ¢ € S, for which o(n) = n. However, this is equivalent (Prove!) to
summing over all permutations of {1,...,n — 1}. Thus, 4%, = [M,,| = (—1)""|M,,|.

Now we consider any i and j. We interchange the ith row with each succeeding row until it is last, and
we interchange the jth column with each succeeding column until it is last. Note that the determinant [A;] is
not affected, because the relative positions of the other rows and columns are not affected by these
interchanges. However, the “sign’” of |4| and of 4% is changed n — 1 and then n — j times. Accordingly,

A= (=1 M| = (=) My

Y

Let 4 = [a;] and let B be the matrix obtained from 4 by replacing the ith row of 4 by the row

vector (b, ...,b;,). Show that
|B] = bjdiy + bpdip + -+ + by,
Furthermore, show that, for j # i,
apdy +apdp + -+ a4, =0 and ajd; + ayds + -+ a,d, =0

Let B = [b;]. By Theorem 8.8,
|B| = by Bjy + bypBip + -+ + by,By,
Because B;; does not depend on the ith row of B, we get B;; = 4;; forj=1,...,n. Hence,
|B| = by dj + bpdp + -+ + by Ay,

Now let 4’ be obtained from A4 by replacing the ith row of 4 by the jth row of A. Because A’ has two
identical rows, |4’| = 0. Thus, by the above result,

|4'| = and;y +apdp + - +a,d;,, =0
Using |47| = ||, we also obtain that ajAdy; + aydy + -+ ayd,; = 0.

Prove Theorem 8.9: A(adj A) = (adj 4)4 = |A|I.
Let 4 = [a;] and let A(adj 4) = [b;]. The ith row of 4 is
(an,ap, - - i) (1)

Because adj A4 is the transpose of the matrix of cofactors, the jth column of adj 4 is the tranpose of the
cofactors of the jth row of 4:
T
(A5, 4p, ..., A;,) (2)
Now b,;, the ij entry in A(adj 4), is obtained by multiplying expressions (1) and (2):

by =andy +apdp + - + a4,

ij»
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8.35.

8.36.

8.37.

By Theorem 8.8 and Problem 8.33,

b — 4] if i=
710 ifi#j

Accordingly, A(adj A) is the diagonal matrix with each diagonal element |A4|. In other words,
A(adj A) = |A|l. Similarly, (adj 4)4 = |A|I.
Prove Theorem 8.10 (Cramer’s rule): The (square) system AX = B has a unique solution if and

only if D # 0. In this case, x; = N,/D for each i.
By previous results, AX = B has a unique solution if and only if 4 is invertible, and 4 is invertible if and
only if D = |4| # 0.
Now suppose D # 0. By Theorem 8.9, A~! = (1/D)(adj 4). Multiplying AX = B by A~!, we obtain
X =A47'4X = (1/D)(adj 4)B (1)
Note that the ith row of (1/D)(adj 4) is (1/D)(Ay;, Ay, . .., Ay;). I B = (by, by, ..., b,)", then, by (1),
X = (1/D)(byAy; + bydy; + -~ + b,A,)

However, as in Problem 8.33, b,4,; + byA4,; + - - - + b,A4,; = N;, the determinant of the matrix obtained by
replacing the ith column of 4 by the column vector B. Thus, x; = (1/D)N;, as required.

Prove Theorem 8.12: Suppose M is an upper (lower) triangular block matrix with diagonal blocks
Ay, A4y, ...,4, Then
det(M) = det(4,) det(4,) - - - det(4,,)
We need only prove the theorem for n = 2—that is, when M is a square matrix of the form
M= {lg ;} . The proof of the general theorem follows easily by induction.

Suppose 4 = [a
definition,

;] 1s r-square, B = [b;] is s-square, and M = [m;] is n-square, where n =r +s. By

det(M) = 2; (sgn 0)my,(1yMag(2) * * * Myg(n)
=

If i > r and j <r, then m; = 0. Thus, we need only consider those permutations ¢ such that
of{r+1r+2,....r+st={r+1,r+2,...,r+s} and  o{1,2,...,r} ={1,2,...,r}
Let 0,(k) = o(k) for k <r, and let g,(k) = a(r + k) — r for k <. Then
(sgn 6)m o1y Mag(2) ** Myg(m) = (S0 01) 14, (1)026,(2) " * Ara, () (SEN 02)D 16, (1D25,2) * * * Biary(s)

which implies det(M) = det(4) det(B).

Prove Theorem 8.14: There exists a unique function D : M — K such that

(i) D is multilinear, (ii) D is alternating, (iii) D(/) = 1.
This function D is the determinant function; that is, D(4) = |4].

Let D be the determinant function, D(4) = |A|. We must show that D satisfies (i), (ii), and (iii), and that
D is the only function satisfying (i), (ii), and (iii).

By Theorem 8.2, D satisfies (ii) and (iii). Hence, we show that it is multilinear. Suppose the ith row of
A = [ay] has the form (b, +c¢;, by + ¢y -, by +¢yy). Then

D(A) =D, ..., Bi+C, ..., 4,
; (sgn 0)“10 (1" aiflﬂ(ifl)(bio(i) + cia(i)) * lug(n)
%: (sgn a)aioy  bigli) = * Apg(ny + %: (sgn 0)ais1y * Cign) " Ana(n)

= (Alv"-a 1'7"'7An)+D(A17"'7Ci7"-7An)
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Also, by Theorem 8.3(ii),

D(Ay,... kA;,...,A) =kD(4,,....4,,...,4,)

i s4in

Thus, D is multilinear—D satisfies (i).

We next must prove the uniqueness of D. Suppose D satisfies (i), (ii), and (iii). If {e;,...,e,} is the
usual basis of K", then, by (iii), D(e;,e,...,e,) = D(I) = 1. Using (ii), we also have that
Dle; e, .- € ) =sgna, where 0 =1y 1, (1)
Now suppose 4 = [a;]. Observe that the kth row 4, of 4 is
Ap = (ar1, p; - - -, ) = i€y +apey + -+ +age,
Thus,
D(A) = D(aj e, + - -+ aye,, aye +---+aye, ..., aye +---+a,e,)
Using the multilinearity of D, we can write D(4) as a sum of terms of the form
D(4) = ZD(alileilaazizeiza e ’aninein)
= Z(alil iy~ Ay, )D(eil 2€iyr s ei,,) (2)
where the sum is summed over all sequences ii, . . . i,, where i;, € {1,...,n}. If two of the indices are equal,

say i; = iy but j # k, then, by (ii),

D(eilaeizv"'vein) =0
Accordingly, the sum in (2) need only be summed over all permutations ¢ = i,i, - - - i,,. Using (1), we finally
have that
D(A) = Z (alila%z T ani,,)D(eil ) €iyyee e aein)
=) (sgno)ay; ay, - ay , where 6 =ii,--i,
a

Hence, D is the determinant function, and so the theorem is proved.

SUPPLEMENTARY PROBLEMS

Computation of Determinants
8.38. Evaluate:

2 6 5 1 -2 8 4 9 a+b a
@y 1) (b>’3 Ll @5 5k “”’1 S @ a+b’
. t—4 3 t—1 4
8.39. Find all 7 such that (a) ) t—9‘_0’ (b)‘ 3 t—Z‘_O

8.40. Compute the determinant of each of the following matrices:

2 1 1 3 -2 —4 -2 -1 4 7
@0 5 =2, ®|2 5 —1], ©] 6 -3 -2, @ |1
1 -3 4 0 6 1 4 1 2 3

[ NS \S Je)Y

—_— N
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8.41. Find the determinant of each of the following matrices:

1 2 2 3 2 1 3 2
1 0 =2 0 30 1 -2
@15 7 7 P ®7 o 4 3
4 3 0 2 2 2 -1 1

8.42. Evaluate:

2 -1 3 —4 2 -1 4 -3 1 -2 3 -1

2 1 -2 1 -1 1 o 2 1 1 =2 0

@13 3 5 4 ®f; 3 -1 @2 0 4 s

5 2 -1 4 1 -2 2 =3 1 4 4 -6

8.43. Evaluate each of the following determinants:

1 2 -1 3 1 1 3 5 79 1 2 3 45
2 -1 1 -2 3 2 4 2 4 2 5 4 3 2 1
(a) 3 1 0 2 —1|, () |0 0 I 2 3|, (¢) |0 0 6 5 1
5 1 2 -3 4 00 5 6 2 000 7 4
-2 3 -1 1 -2 00 2 3 1 0 00 2 3

Cofactors, Classical Adjoints, Inverses
8.44. Find det(4), adj 4, and 4™, where

110 1 22
@@ A=|1 1 1], b 4=[3 1 0
02 1 111

8.45. Find the classical adjoint of each matrix in Problem 8.41.

a b

8.46. Letd = L d}' (a) Find adj 4, (b) Show that adj(adj 4) =4, (c) When does 4 = adj 4?

8.47. Show that if 4 is diagonal (triangular) then adj 4 is diagonal (triangular).

8.48. Suppose 4 = [a;] is triangular. Show that

(a) A4 is invertible if and only if each diagonal element a;; # 0.

-1
i

(b) The diagonal elements of 4! (if it exists) are a;; !, the reciprocals of the diagonal elements of 4.

Minors, Principal Minors

1 2 3 2 1 3 -1 5

1 0 -2 2 -3 1 4 . . . .
8.49. Let 4 = 3 1 ) 5 and B = 0 5 ) Rk Find the minor and the signed minor

4 -3 0 -1 3 0 5 =2

corresponding to the following submatrices:
(a) A(1,4; 3,4), (b) B(1,4; 3,4), (¢) 4(2,3; 2,4), (d) B(2,3; 2,4).
8.50. For k =1,2,3, find the sum S of all principal minors of order k& for
1 3 2 1 5 —4 1 -4 3

@ A=1[2 -4 3|, ® B=|2 6 1|, ¢ C=|2 1 5
5 -2 1 3 2 0 4 -7 11
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8.51. For k = 1,2,3,4, find the sum S, of all principal minors of order k& for

1 2 3 —1 121 2
1 2 0 5 01 2 3
@ d=1, 7 5 L ® B=1 5 44
4 0 -1 =3 2 7 4 5

Determinants and Linear Equations

8.52. Solve the following systems by determinants:

3x+5y=28 2x —3y=—1 ax —2by=c
(a) {4)C—2y: 19 (b) {4x+7y:_15 (C) {3ax—5by:20 (ab;éO)

8.53. Solve the following systems by determinants:

2x —5y+4+2z=2 2z+3=y+43x
(a) x+2y—4z=5, (b) x—3z=2y+1
Ix—4y—-6z=1 3y+z=2-2x

8.54. Prove Theorem 8.11: The system AX = 0 has a nonzero solution if and only if D = |4| = 0.

Permutations
8.55. Find the parity of the permutations ¢ = 32154, t = 13524, = = 42531 in S;.

8.56. For the permutations in Problem 8.55, find
(@ too, (b) moa, (¢) o', (d) .
8.57. Let 1 € S,. Show that T g runs through S, as ¢ runs through S, that is, S, = {tco:0 € S,}.

8.58. Let o € S, have the property that o(n) = n. Let 6* € S,_; be defined by o*(x) = o(x).

(a) Show that sgn ¢* = sgn g,
(b) Show that as ¢ runs through S, where ¢(n) = n, ¢* runs through S,_,; that is,

S,_1={0*: 0€8,0(n) =n}.

8.59. Consider a permutation ¢ =, j, ...j,. Let {e;} be the usual basis of K", and let 4 be the matrix whose ith

row is e; [i.e., 4 =(e;, e;,,...,¢; )]. Show that |4| = sgn o.

Determinant of Linear Operators

8.60. Find the determinant of each of the following linear transformations:

(@) T:R* — R? defined by T'(x,y) = (2x — 9y, 3x — 5y),
(b) T:R® — R defined by T(x,y,z) = (3x — 2z, Sy +7z, x+y+2z),
() T:R®— R? defined by T'(x,y,z) = (2x + 7y — 4z, 4x — 6y + 2z).

8.61. Let D:V — ¥ be the differential operator; that is, D( f(¢)) = df /dt. Find det(D) if V is the vector space of
functions with the following bases: (a) {1,2,...,£}, (b) {e/,e%, €%}, (c) {sint,cost}.

8.62. Prove Theorem 8.13: Let F and G be linear operators on a vector space V. Then

(1) det(Fo G) = det(F) det(G), (ii) F is invertible if and only if det(F) # 0.

8.63. Prove (a) det(1)) = 1, where 1, is the identity operator, (b) -det(7~!) = det(T )7] when T is invertible.
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Miscellaneous Problems

8.64.

8.65.

8.66.

8.67.

8.68.

8.69.

8.70.

8.71.

8.72.

8.73.

Find the volume ¥ (S) of the parallelopiped S in R® determined by the following vectors:

@ u =(1,2,-3),u, =(3,4,—1), u3 = (2,—-1,5),
®) u,=1,1,3),u, =(1,-2,—-4), u3 = (4,1,5).

Find the volume V(S) of the parallelepiped S in R* determined by the following vectors:
Uy = (17_2757 _1)7 Uy = (27 17 _2a 1)7 Uy = (37071 - 2)7 Uy = (la _1747 _1)

Let V be the space of 2 x 2 matrices M = {a Z] over R. Determine whether D:/ — R is 2-linear (with
respect to the rows), where ¢

(a) D(M)=a+d, (¢) D(M) =ac —bd, (e) DM)=0
ad, (d) D(M) = ab — cd, (f) DM) =1

Let A be an n-square matrix. Prove |kA| = k"|A|.

C D
that |M| = |4||D| — |B||C|. Show that the result may not be true if the matrices do not commute.

Let 4, B, C, D be commuting n-square matrices. Consider the 2n-square block matrix M = {A B} . Prove

Suppose 4 is orthogonal; that is, 474 = I. Show that det(4) = 1.

Let V' be the space of m-square matrices viewed as m-tuples of row vectors. Suppose D:V — K is m-linear
and alternating. Show that

(a D(...,A4,...,B,...)=-=D(...,B,...,A,...); sign changed when two rows are interchanged.
(b) IfA,,A4,,...,4, are linearly dependent, then D(4,,4,,...,4,,) =0.

Let V be the space of m-square matrices (as above), and suppose D: V' — K. Show that the following weaker
statement is equivalent to D being alternating:

D(A4,,45,...,4,) =0 whenever A; = A, for some i

Let V be the space of n-square matrices over K. Suppose B € V is invertible and so det(B) # 0. Define
D:V — K by D(4) = det(4B)/det(B), where 4 € V. Hence,

D(A“Az, . 7An) = det(AlB,AzB, . ,AnB)/det(B)

where 4, is the ith row of 4, and so 4;B is the ith row of 4B. Show that D is multilinear and alternating, and
that D(I) = 1. (This method is used by some texts to prove that |[AB| = |A||B|.)

Show that g = g(xy,...,x,) = (—=1)"V,_,(x) where g = g(x;) is the difference product in Problem 8.19,
x =x,, and V,_, is the Vandermonde determinant defined by

1 1 1 1
X1 Xy B A | X
— 2 2 2 2
Veoi(x) = | x X5 ... Xp_, X
n—1 n—1 n—1 n—1
XX xTyox

Let 4 be any matrix. Show that the signs of a minor A[/,J] and its complementary minor A4[I’,J’] are
equal.
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8.74. Let A be an n-square matrix. The determinantal rank of A4 is the order of the largest square submatrix of 4
(obtained by deleting rows and columns of 4) whose determinant is not zero. Show that the determinantal
rank of A4 is equal to its rank—the maximum number of linearly independent rows (or columns).

ANSWERS TO SUPPLEMENTARY PROBLEMS

Notation: M = [R;; R,; ...] denotes a matrix with rows R, R,,....
8.38. (a) —22, (b) —13, (c) 46, (d) —21, (e) a*+ab+0b?
8.39. (a) 3,10; (b) 5 -2

8.40. (a) 21, (b) —11, (¢) 100, (d) 0

8.41. (a) —131, (b) —55

842. (a) 33, (b) 0, (c) 45

8.43. (a) 32, (b) —14, (c) —468

8.44. (a) |4|=-2, adjd=[-1,-1,1; —1,1,—1; 2,-2,0],
(b) |4 =-1, adjd=[1,0,—2; —3,—1,6; 2,1,—5]. Also, 4~ = (adj 4)/|A|

8.45. (a) [-16,-29,-26,—2;  —30,-38,-16,29;  —8,51,—13,—1;  —13,1,28,—18],
(b) [21,—14,—17,—19;  —44,11,33,11;  —29,1,13,21;  17,7,—19, 18]

8.46. (a) adjd=1[d,—b; —c,a, () A=k

8.49. (a) —3,-3, (b) —23,-23, (¢) 3,-3, (d 17,-17
8.50. (a) -2,-17,73, (b) 7,10,105, (c) 13,54,0

8.51. (a) —6,13,62,—219; (b) 7,-37,30,20

852. (a) x=3.y=3 () x=-Jy= () x=-5y=-

(S

853. (a) x=5,y=2,z=1, (b) Because D = 0, the system cannot be solved by determinants.
8.55. (a) sgno=1,sgnt=—1,sgnnm=—1

8.56. (a) 100 =153142, (b) moo =52413, () o' =32154, (d t!'=14253
8.60. (a) det(T) =17, (b) det(T) =4, (¢) not defined

8.61. (a) O, (b) o, () 1

8.64. (a) 18, () 0

8.65. 17

8.66. (a) no, (b) yes, (c) yes, (d) no, (e) yes, (f) no



CHAPTER 9

Diagonalization:
Eigenvalues and Eigenvectors

9.1 Introduction

The ideas in this chapter can be discussed from two points of view.

Matrix Point of View

Suppose an n-square matrix 4 is given. The matrix 4 is said to be diagonalizable if there exists a
nonsingular matrix P such that

B=P'4P

is diagonal. This chapter discusses the diagonalization of a matrix 4. In particular, an algorithm is given
to find the matrix P when it exists.

Linear Operator Point of View

Suppose a linear operator 7: V' — V is given. The linear operator T is said to be diagonalizable if there
exists a basis S of V' such that the matrix representation of 7 relative to the basis S is a diagonal matrix D.
This chapter discusses conditions under which the linear operator 7 is diagonalizable.

Equivalence of the Two Points of View

The above two concepts are essentially the same. Specifically, a square matrix 4 may be viewed as a
linear operator F' defined by

F(X)=4X
where X is a column vector, and B = P~'AP represents F relative to a new coordinate system (basis)

S whose elements are the columns of P. On the other hand, any linear operator 7' can be represented by a
matrix 4 relative to one basis and, when a second basis is chosen, T is represented by the matrix

B=P'4P

where P is the change-of-basis matrix.

Most theorems will be stated in two ways: one in terms of matrices 4 and again in terms of linear
mappings 7.
Role of Underlying Field K

The underlying number field K did not play any special role in our previous discussions on vector spaces
and linear mappings. However, the diagonalization of a matrix 4 or a linear operator 7' will depend on the

@ ——
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roots of a polynomial A(¢) over K, and these roots do depend on K. For example, suppose A(¢) = > + 1.
Then A(z) has no roots if K = R, the real field; but A(¢) has roots +i if K = C, the complex field.
Furthermore, finding the roots of a polynomial with degree greater than two is a subject unto itself
(frequently discussed in numerical analysis courses). Accordingly, our examples will usually lead to
those polynomials A(¢) whose roots can be easily determined.

9.2 Polynomials of Matrices

Consider a polynomial f(¢) = a,t" + - - - + a;t + a, over a field K. Recall (Section 2.8) that if 4 is any
square matrix, then we define

fA) =a,A" + -+ a1 A + ayl

where [ is the identity matrix. In particular, we say that 4 is a root of f(¢) if f(4) = 0, the zero matrix.

1 2 7 10

EXAMPLE 9.1 Let 4 = [3 4 15 2

}.ThenAzz[ }.Let

f(t)y=22-3t+5 and g(t)=£-5-2
Then
o (14 201 [-3 -6] [5 0] [16 14
fld)=24 3A+5[—{30 a0 —1i2|To 5|7 |21 37

and

o e o [7 10 ~s —10] . [-2 0] [0 o
gd) =47 =54 21_[15 2| =15 —20 | 0 2] [0 0

Thus, 4 is a zero of g(¢).
The following theorem (proved in Problem 9.7) applies.

THEOREM 9.1:  Let f and g be polynomials. For any square matrix 4 and scalar £,

) (f+g)M) =f(4)+g(4) (i) (K)(4) =k (4)
(i) (/2)(4) =f(4)g(4) (iv) f(4)g(4) = g(4)f(4).

Observe that (iv) tells us that any two polynomials in 4 commute.

Matrices and Linear Operators

Now suppose that 7: V' — V is a linear operator on a vector space V. Powers of T are defined by the
composition operation:

T>=ToT, 73 =T%0T,

Also, for any polynomial f(¢) = a,t" + - -- + a;t + a,, we define f(T) in the same way as we did for
matrices:

f(Ty=a,T"+ - +a, T+ ayl

where / is now the identity mapping. We also say that 7 is a zero or root of f(t) if f(T) = 0, the zero
mapping. We note that the relations in Theorem 9.1 hold for linear operators as they do for matrices.

Remark: Suppose 4 is a matrix representation of a linear operator 7. Then f(A) is the matrix
representation of f(7'), and, in particular, /(7)) = 0 if and only if /(4) = 0.
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9.3 Characteristic Polynomial, Cayley—-Hamilton Theorem

Let 4 = [a;] be an n-square matrix. The matrix M = 4 — tI,,, where [, is the n-square identity matrix and
t is an indeterminate, may be obtained by subtracting ¢ down the diagonal of A. The negative of M is the
matrix #/, — A, and its determinant

A(f) = det(tl, — A) = (—1)" det(d — I,

which is a polynomial in ¢ of degree n and is called the characteristic polynomial of A.
We state an important theorem in linear algebra (proved in Problem 9.8).

THEOREM 9.2:  (Cayley—Hamilton) Every matrix 4 is a root of its characteristic polynomial.

Remark: Suppose 4 = [ai/] is a triangular matrix. Then #/ — A4 is a triangular matrix with diagonal
entries ¢ — a;; hence,
A() =det(t] —A) = (t —ay)(t —ay) - (t — au)
Observe that the roots of A(¢) are the diagonal elements of 4.

él‘ 2} Its characteristic polynomial is

t—1 -3
—4 t-5

EXAMPLE 9.2 Let 4 = [

Alt) =1t —A| =

‘: (t—D(t=5)—12=>—6t—7
As expected from the Cayley—Hamilton theorem, A4 is a root of A(z); that is,

o 1318 —6 —18] . [-7 0] [0 o
Ald) = 47— 64 71_{24 37}+[—24 —30]+[ 0 —7]_{0 0]

Now suppose 4 and B are similar matrices, say B = P~ AP, where P is invertible. We show that 4
and B have the same characteristic polynomial. Using #/ = P~'tIP, we have

Ag(t) = det(t] — B) = det(t] — P~'4P) = det(P~'tIP — P~'4P)
= det[P~ (I — A)P] = det(P™") det(t] — A4) det(P)
Using the fact that determinants are scalars and commute and that det(P~!) det(P) = 1, we finally obtain
Ap(t) = det(t — A) = A (2)
Thus, we have proved the following theorem.

THEOREM 9.3:  Similar matrices have the same characteristic polynomial.

Characteristic Polynomials of Degrees 2 and 3

There are simple formulas for the characteristic polynomials of matrices of orders 2 and 3.

a) Suppose 4= | ' "12| Then
(a) pp
a1 a4y

At) = £ — (ay; + ay)t + det(d) = — tr(4) t + det(4)
Here tr(4) denotes the trace of A—that is, the sum of the diagonal elements of 4.
an dip 493
(b) Suppose A = a21 a22 a23 . Then
a3 d3p ds;

A(t) = t3 — tr(A) t2 + (All +A22 +A33)t — det(A)

(Here A4,,, A5,, A33 denote, respectively, the cofactors of a,;, a;, a33.)
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EXAMPLE 9.3 Find the characteristic polynomial of each of the following matrices:

(a)A:B 13}@) B:[g _ﬂ’(c) C:[i :ﬂ'

(a) We have tr(4) =5+ 10 = 15 and |4| = 50 — 6 = 44; hence, A(f) + 1> — 15t + 44.
(b) We have tr(B) =7 +2 =9 and |B| = 14 + 6 = 20; hence, A(t) = > — 91 + 20.
(c) We have tr(C) =5 —4 =1and |C| = —20 4 8 = —12; hence, A(t) = > — ¢ — 12.

11 2
EXAMPLE 9.4 Find the characteristic polynomial of 4 = [0 3 2] .
1 39

We have tr(4) = 1 4+ 3 + 9 = 13. The cofactors of the diagonal elements are as follows:

1 1

3 9 0 3

All_‘ 1 9

'—21, Azz—‘l 2'

Thus, Ay, + Ay + As3 = 31. Also, |4| =274+2+0—-6 —6 — 0 = 17. Accordingly,

A(t) =2 — 1322 + 31t — 17

Remark: The coefficients of the characteristic polynomial A(#) of the 3-square matrix 4 are, with
alternating signs, as follows:

S = tr(4), Sy = Ay + Ay + 433, Sy = det(4)
We note that each S is the sum of all principal minors of 4 of order £.

The next theorem, whose proof lies beyond the scope of this text, tells us that this result is true in
general.

THEOREM 9.4:  Let 4 be an n-square matrix. Then its characteristic polynomial is
Aty =1" =S, '+ 8" .+ (=1)"S,

where S, is the sum of the principal minors of order £.

Characteristic Polynomial of a Linear Operator

Now suppose 7:V — V is a linear operator on a vector space V' of finite dimension. We define the
characteristic polynomial A(t) of T to be the characteristic polynomial of any matrix representation of 7.
Recall that if 4 and B are matrix representations of 7', then B = P~'AP, where P is a change-of-basis
matrix. Thus, 4 and B are similar, and by Theorem 9.3, 4 and B have the same characteristic polynomial.
Accordingly, the characteristic polynomial of 7 is independent of the particular basis in which the matrix
representation of 7' is computed.

Because f(7T) =0 if and only if f(4) =0, where f(¢) is any polynomial and 4 is any matrix
representation of 7, we have the following analogous theorem for linear operators.

THEOREM 9.2':  (Cayley—Hamilton) A linear operator T is a zero of its characteristic polynomial.



€PD—— CHAPTER 9 Diagonalization: Eigenvalues and Eigenvectors

9.4 Diagonalization, Eigenvalues and Eigenvectors

Let A be any n-square matrix. Then A can be represented by (or is similar to) a diagonal matrix

D = diag(k;, k,, ..., k,) if and only if there exists a basis S consisting of (column) vectors u,,u,,...,u,
such that

Aul - klul

Au2 = k2u2

Au, = k,u,

In such a case, 4 is said to be diagonizable. Furthermore, D = P~' AP, where P is the nonsingular matrix

whose columns are, respectively, the basis vectors u;,u,, ..., u,.

The above observation leads us to the following definition.

DEFINITION: Let A be any square matrix. A scalar 4 is called an eigenvalue of A if there exists a
nonzero (column) vector v such that

Av= v

Any vector satisfying this relation is called an eigenvector of A belonging to the
eigenvalue /.

We note that each scalar multiple kv of an eigenvector v belonging to / is also such an eigenvector,
because

A(kv) = k(4v) = k(1v) = A(kv)

The set £, of all such eigenvectors is a subspace of V' (Problem 9.19), called the eigenspace of A. (If
dim £; = 1, then E; is called an eigenline and / is called a scaling factor.)

The terms characteristic value and characteristic vector (or proper value and proper vector) are
sometimes used instead of eigenvalue and eigenvector.
The above observation and definitions give us the following theorem.

THEOREM 9.5:  An n-square matrix A4 is similar to a diagonal matrix D if and only if 4 has » linearly
independent eigenvectors. In this case, the diagonal elements of D are the corresponding
eigenvalues and D = P~' AP, where P is the matrix whose columns are the eigenvectors.

Suppose a matrix 4 can be diagonalized as above, say P~'AP = D, where D is diagonal. Then 4 has
the extremely useful diagonal factorization:

A = PDP!

Using this factorization, the algebra of 4 reduces to the algebra of the diagonal matrix D, which can be
easily calculated. Specifically, suppose D = diag(k,, %, ..., k,). Then

A" = (PDP~"Y" = PD"P™" = P diag(k}", ..., k")P™!
More generally, for any polynomial (),

f(4) =7 (PDP™") = Pf(D)P™! = P diag(f (k1), [ (k). - .f (k) )P~
Furthermore, if the diagonal entries of D are nonnegative, let

B = P diag(v/ki,/kas -+ /) P

Then B is a nonnegative square root of A; that is, B> = 4 and the eigenvalues of B are nonnegative.
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EXAMPLE 9.5 Let A4 = B ;} and let v; = [7” and v, = {” Then

R F R R

Thus, v; and v, are eigenvectors of 4 belonging, respectively, to the eigenvalues 4, = 1 and 4, = 4. Observe that v,
and v, are linearly independent and hence form a basis of R*. Accordingly, 4 is diagonalizable. Furthermore, let P
be the matrix whose columns are the eigenvectors v; and v,. That is, let

11 1
5 11, and so P = [ ]
Then A4 is similar to the diagonal matrix
3 1 1 1 _ 1 0
2 2|2 1| |0 4

As expected, the diagonal elements 1 and 4 in D are the eigenvalues corresponding, respectively, to the eigenvectors
v; and v,, which are the columns of P. In particular, 4 has the factorization

P =

WIN W|—
Wl— W—

D=Pl4p =

WIN W—
W= W—

111 o]l -3
n 0 3 3
Accordingly,
P R R 7 -3 [
-2 1[]0 256 % % 170 86
Moreover, suppose f () = £ — 5¢* + 3t + 6; hence, /(1) = 5 and f(4) = 2. Then

oo L2

Last, we obtain a ““positive square root’’ of A. Specifically, using v/1 = 1 and v/4 = 2, we obtain the matrix

I 1771 O
B=PVDP' = [ } [ } =
-2 1][0 2
where B> = 4 and where B has positive eigenvalues 1 and 2.
Remark: Throughout this chapter, we use the following fact:

er=[o o= [ e}

W W|—
W= W|—
WIN WL
WA W=

That is, P! is obtained by interchanging the diagonal elements a and d of P, taking the negatives of the
nondiagonal elements b and ¢, and dividing each element by the determinant |P|.

Properties of Eigenvalues and Eigenvectors

Example 9.5 indicates the advantages of a diagonal representation (factorization) of a square matrix. In
the following theorem (proved in Problem 9.20), we list properties that help us to find such a
representation.
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THEOREM 9.6:  Let A be a square matrix. Then the following are equivalent.
(i) A scalar A is an eigenvalue of 4.
(ii) The matrix M = 4 — Al is singular.
(ili) The scalar / is a root of the characteristic polynomial A(z) of 4.

The eigenspace E; of an eigenvalue A is the solution space of the homogeneous system MX = 0,
where M = A — A1, that is, M is obtained by subtracting 4 down the diagonal of 4.

Some matrices have no eigenvalues and hence no eigenvectors. However, using Theorem 9.6 and the
Fundamental Theorem of Algebra (every polynomial over the complex field C has a root), we obtain the
following result.

THEOREM 9.7:  Let 4 be a square matrix over the complex field C. Then A4 has at least one eigenvalue.

The following theorems will be used subsequently. (The theorem equivalent to Theorem 9.8 for linear
operators is proved in Problem 9.21, and Theorem 9.9 is proved in Problem 9.22.)

THEOREM 9.8:  Suppose vy, v,,. .., v, are nonzero eigenvectors of a matrix 4 belonging to distinct
eigenvalues 4, 4,,...,4,. Then v, v,,..., v, are linearly independent.

THEOREM 9.9:  Suppose the characteristic polynomial A(¢) of an n-square matrix 4 is a product of n
distinct factors, say, A(¢) = (¢t —a,)(t —a,) -+ (t —a,). Then A4 is similar to the
diagonal matrix D = diag(a;, ay,...,a,).

If A is an eigenvalue of a matrix 4, then the algebraic multiplicity of J is defined to be the multiplicity
of 1 as a root of the characteristic polynomial of 4, and the geometric multiplicity of A is defined to be the
dimension of its eigenspace, dim E£;. The following theorem (whose equivalent for linear operators is
proved in Problem 9.23) holds.

THEOREM 9.10:  The geometric multiplicity of an eigenvalue A of a matrix 4 does not exceed its
algebraic multiplicity.

Diagonalization of Linear Operators

Consider a linear operator 7: V' — V. Then T is said to be diagonalizable if it can be represented by a

diagonal matrix D. Thus, 7 is diagonalizable if and only if there exists a basis S = {u;,u,,...,u,} of V
for which

T(uy) = kyu

T(uy) = kuty

T(un) = knun

In such a case, T is represented by the diagonal matrix
D = diag(k, ky, ..., k,)

relative to the basis S.
The above observation leads us to the following definitions and theorems, which are analogous to the
definitions and theorems for matrices discussed above.

DEFINITION: Let T be a linear operator. A scalar A is called an eigenvalue of T if there exists a
nonzero vector v such that 7(v) = Av.
Every vector satisfying this relation is called an eigenvector of T belonging to the
eigenvalue A.
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The set E; of all eigenvectors belonging to an eigenvalue / is a subspace of V, called the
eigenspace of A. (Alternatively, A is an eigenvalue of T if A/ — T is singular, and, in this case, E; is the
kernel of A/ — T.) The algebraic and geometric multiplicities of an eigenvalue 4 of a linear operator T are
defined in the same way as those of an eigenvalue of a matrix 4.

The following theorems apply to a linear operator 7 on a vector space V of finite dimension.

THEOREM 9.5': T can be represented by a diagonal matrix D if and only if there exists a basis S of V'
consisting of eigenvectors of 7. In this case, the diagonal elements of D are the
corresponding eigenvalues.

THEOREM 9.6':  Let T be a linear operator. Then the following are equivalent:

(i) A scalar / is an eigenvalue of T.
(ii))  The linear operator A/ — T is singular.
(iii) The scalar A is a root of the characteristic polynomial A(z) of 7.

THEOREM 9.7':  Suppose V is a complex vector space. Then T has at least one eigenvalue.

THEOREM 9.8':  Suppose v, v,, ..., v, are nonzero eigenvectors of a linear operator 7 belonging to
distinct eigenvalues 4, 4,,...,4,. Then v, v,,..., v, are linearly independent.

THEOREM 9.9':  Suppose the characteristic polynomial A(¢) of T is a product of n distinct factors, say,
A(t)=(t—a))(t—ay)---(t—a,). Then T can be represented by the diagonal
matrix D = diag(a,,a,,...,a,).

THEOREM 9.10':  The geometric multiplicity of an eigenvalue A of T does not exceed its algebraic
multiplicity.

Remark: The following theorem reduces the investigation of the diagonalization of a linear
operator 7 to the diagonalization of a matrix 4.

THEOREM 9.11:  Suppose A4 is a matrix representation of 7. Then 7 is diagonalizable if and only if 4
is diagonalizable.

9.5 Computing Eigenvalues and Eigenvectors, Diagonalizing Matrices

This section gives an algorithm for computing eigenvalues and eigenvectors for a given square matrix 4
and for determining whether or not a nonsingular matrix P exists such that P~'4P is diagonal.

ALGORITHM 9.1:  (Diagonalization Algorithm) The input is an n-square matrix A.
Step 1. Find the characteristic polynomial A(¢) of 4.
Step 2. Find the roots of A(¢) to obtain the eigenvalues of 4.

Step 3. Repeat (a) and (b) for each eigenvalue A of 4.
(a) Form the matrix M = A4 — I by subtracting 4 down the diagonal of 4.

(b) Find a basis for the solution space of the homogeneous system MX = 0. (These basis
vectors are linearly independent eigenvectors of A belonging to 1.)
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Step 4. Consider the collection S = {v;, v,,...,v,,} of all eigenvectors obtained in Step 3.
(a) If m # n, then A4 is not diagonalizable.

(b) Ifm = n, then 4 is diagonalizable. Specifically, let P be the matrix whose columns are the
eigenvectors vy, v, ..., v,. Then

D = P~ 'AP = diag(i, 2, ..., )

where /; is the eigenvalue corresponding to the eigenvector v;.

EXAMPLE 9.6 The diagonalizable algorithm is applied to 4 = [4 2].

3 -1
(1) The characteristic polynomial A(¢) of 4 is computed. We have
tr(d) =4—-1= -3, |4 = —4 — 6 = —10;
hence,

Aty = —-3t—-10=(t—5)(t +2)

(2) Set A(¢) = (¢t —5)(t+2) = 0. The roots 4, = 5 and 1, = —2 are the eigenvalues of 4.
(3) (i) We find an eigenvector v, of 4 belonging to the eigenvalue A, = 5. Subtract 1, = 5 down the diagonal of

A to obtain the matrix M = {7; _2} . The eigenvectors belonging to 4, = 5 form the solution of the
homogeneous system MX = 0; that is,

—1 21| x 0 —x+2y=0
{ 3 —6Hy] M o ay_e=0 O TFTY
The system has only one free variable. Thus, a nonzero solution, for example, v; = (2,1), is an
eigenvector that spans the eigenspace of 4, = 5.

(i) We find an eigenvector v, of 4 belonging to the eigenvalue 4, = —2. Subtract —2 (or add 2) down the
diagonal of 4 to obtain the matrix

6 2
3 1

} and the homogenous system ox+2y=0 or 3x+y=0.

M:{ 3x+ y=0

The system has only one independent solution. Thus, a nonzero solution, say v, = (—1,3), is an

eigenvector that spans the eigenspace of 4, = —2.
(4) Let P be the matrix whose columns are the eigenvectors v; and v,. Then

bl e e[ ]

1 3
Accordingly, D = P~'4P is the diagonal matrix whose diagonal entries are the corresponding eigenvalues;

<=
0 =

that is,
3 M4 2712 —1 5 0
A P | | R e P
-+ 213 —1/l1 3 0 -2
EXAMPLE 9.7 Consider the matrix B = ﬁ 7;} We have
tf(B) =5+3=8, [B|=154+41=16; so A@t)=F—8+16=(r—4)

Accordingly, A = 4 is the only eigenvalue of B.
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Subtract A = 4 down the diagonal of B to obtain the matrix

—1 x—y=0
M = and the homogeneous system Y or x—y=0
1 -1 x—y=0
The system has only one independent solution; for example, x = 1,y = 1. Thus, v = (1, 1) and its multiples are the
only eigenvectors of B. Accordingly, B is not diagonalizable, because there does not exist a basis consisting of
eigenvectors of B.

3 =5
2 -3
A(t) = £ + 1 is the characteristic polynomial of 4. We consider two cases:

EXAMPLE 9.8 Consider the matrix 4 = { ] Here tr(4) =3 -3 =0 and |4] = -9+ 10 = 1. Thus,

(a) A is a matrix over the real field R. Then A(¢) has no (real) roots. Thus, 4 has no eigenvalues and no
eigenvectors, and so A4 is not diagonalizable.

(b) A is a matrix over the complex field C. Then A(¢) = (¢ — i)(¢ + i) has two roots, i and —i. Thus, 4 has two
distinct eigenvalues i and —i, and hence, 4 has two independent eigenvectors. Accordingly there exists a
nonsingular matrix P over the complex field C for which

e [P0
P AP_[O _i]

Therefore, A is diagonalizable (over C).

9.6 Diagonalizing Real Symmetric Matrices and Quadratic Forms

There are many real matrices 4 that are not diagonalizable. In fact, some real matrices may not have any
(real) eigenvalues. However, if 4 is a real symmetric matrix, then these problems do not exist. Namely,
we have the following theorems.

THEOREM 9.12:  Let A4 be a real symmetric matrix. Then each root /4 of its characteristic polynomial is
real.

THEOREM 9.13:  Let 4 be a real symmetric matrix. Suppose u and v are eigenvectors of 4 belonging
to distinct eigenvalues A, and 4,. Then u and v are orthogonal, that; is, (1, v) = 0.

The above two theorems give us the following fundamental result.

THEOREM 9.14:  Let 4 be a real symmetric matrix. Then there exists an orthogonal matrix P such that
D = P~'4P is diagonal.

The orthogonal matrix P is obtained by normalizing a basis of orthogonal eigenvectors of 4 as
illustrated below. In such a case, we say that 4 is ‘‘orthogonally diagonalizable.”’

EXAMPLE 9.9 Let 4 = {_; _ﬂ , a real symmetric matrix. Find an orthogonal matrix P such that P~'4P is
diagonal.
First we find the characteristic polynomial A(¢) of 4. We have

tr(d) =2+5=17, A =10-4=6; so A{t)=F—-Tt+6=(t—6)(t—1)
Accordingly, 4, = 6 and 4, = 1 are the eigenvalues of A.

(a) Subtracting A, = 6 down the diagonal of 4 yields the matrix

|4 -2 —4x -2y =0 _
M = [_2 1 } and the homogeneous system - y=0 or 2x+y =0

A nonzero solution is u; = (1, -2).
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(b) Subtracting 4, = 1 down the diagonal of 4 yields the matrix

1 =2

M:[—z 4

} and the homogeneous system x—2y=0

(The second equation drops out, because it is a multiple of the first equation.) A nonzero solution is
u, = (2,1).
As expected from Theorem 9.13, u; and u, are orthogonal. Normalizing #, and u, yields the orthonormal vectors

i, = (1/v/5,-2/V/5)  and i, = (2/V/5,1/V5)

Finally, let P be the matrix whose columns are #, and i,, respectively. Then

N

As expected, the diagonal entries of P~'AP are the eigenvalues corresponding to the columns of P.

The procedure in the above Example 9.9 is formalized in the following algorithm, which finds an
orthogonal matrix P such that P~!4P is diagonal.

ALGORITHM 9.2:  (Orthogonal Diagonalization Algorithm) The input is a real symmetric matrix 4.

Step 1. Find the characteristic polynomial A(#) of A4.

Step 2. Find the eigenvalues of 4, which are the roots of A(7).

Step 3. For each eigenvalue 4 of 4 in Step 2, find an orthogonal basis of its eigenspace.
Step 4. Normalize all eigenvectors in Step 3, which then forms an orthonormal basis of R”".

Step 5. Let P be the matrix whose columns are the normalized eigenvectors in Step 4.

Application to Quadratic Forms

Let g be a real polynomial in variables x;,x,, ...,x, such that every term in g has degree two; that is,

q(x;, %, ...,x,) = S cx? + > dyxix;, where ¢i,dy €R
i i<j
Then g is called a quadratic form. If there are no cross-product terms x;x; (i.e., all d; = 0), then g is said
to be diagonal.

The above quadratic form ¢ determines a real symmetric matrix 4 = [a

a; = a; = %d,;,-. Namely, ¢ can be written in the matrix form

jl» where a; = c¢; and

g(X) =XxT4ax

where X = [x,x,,... ,xn]T is the column vector of the variables. Furthermore, suppose X = PY is a
linear substitution of the variables. Then substitution in the quadratic form yields

q(Y) = (PY)T4(PY) = YT (PTAP)Y

Thus, PTAP is the matrix representation of g in the new variables.

We seek an orthogonal matrix P such that the orthogonal substitution X = PY yields a diagonal
quadratic form for which PTAP is diagonal. Because P is orthogonal, PT = P~! and hence,
PTAP = P~'AP. The above theory yields such an orthogonal matrix P.
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EXAMPLE 9.10 Consider the quadratic form

q(x,y) = 2x* — 4xy + 5> = XTAX, where A= {_; _ﬂ and X = [x}

By Example 9.9,

6 0

—1 _
P AP = [0 1

] = PTAP, where P=

1/V3 2/V5
—2/V/5 1/V/5

Let Y = [s, t]T. Then matrix P corresponds to the following linear orthogonal substitution x = PY of the variables x
and y in terms of the variables s and ¢:

1 2 2 1
x=—s+——=t, =——s+—t
V5 VARV

This substitution in ¢(x,) yields the diagonal quadratic form ¢(s, ) = 6s> + 2.

9.7 Minimal Polynomial

Let A be any square matrix. Let J(4) denote the collection of all polynomials f'(¢) for which 4 is a root—
that is, for which f(4) = 0. The set J(A4) is not empty, because the Cayley—Hamilton Theorem 9.1 tells us
that the characteristic polynomial A,(z) of 4 belongs to J(A4). Let m(¢) denote the monic polynomial of
lowest degree in J(4). (Such a polynomial m(z) exists and is unique.) We call m(t) the minimal
polynomial of the matrix A.

Remark: A polynomial f(¢) # 0 is monic if its leading coefficient equals one.
The following theorem (proved in Problem 9.33) holds.

THEOREM 9.15:  The minimal polynomial m(f) of a matrix (linear operator) 4 divides every
polynomial that has A as a zero. In particular, m(¢) divides the characteristic
polynomial A(#) of A4.

There is an even stronger relationship between m(z) and A(z).

THEOREM 9.16:  The characteristic polynomial A(¢) and the minimal polynomial m(¢) of a matrix 4
have the same irreducible factors.

This theorem (proved in Problem 9.35) does not say that m(z) = A(¢), only that any irreducible factor
of one must divide the other. In particular, because a linear factor is irreducible, m(¢) and A(¢) have the
same linear factors. Hence, they have the same roots. Thus, we have the following theorem.

THEOREM 9.17: A scalar 4 is an eigenvalue of the matrix 4 if and only if 4 is a root of the minimal
polynomial of 4.

2 2 =5
EXAMPLE 9.11 Find the minimal polynomial m(¢) of 4 = [3 7 —15] .
1 2 -4

First find the characteristic polynomial A(¢) of 4. We have
tr(A):57 A11+A22+A33:2—3+8:7, and |A‘:3
Hence,

A= =52 +T7t—3=(t—1)*(t—3)



€D—— CHAPTER 9 Diagonalization: Eigenvalues and Eigenvectors

The minimal polynomial m(¢) must divide A(¢). Also, each irreducible factor of A(¢) (i.e., # — 1 and # — 3) must
also be a factor of m(z). Thus, m(¢) is exactly one of the following:

SOy =@=3)=1) or  gt)=(-3)(r—1)

We know, by the Cayley—Hamilton theorem, that g(4) = A(4) = 0. Hence, we need only test /(¢). We have

1 2 —57[-1 2 =5 0 0 0
fA) =A—-DA=3)=|3 6 —15 3 4 —150=10 0 0
1 2 =5 1 2 -7 0 0 0

Thus, f(¢) = m(t) = (t — 1)(¢ — 3) = 2 — 4¢ + 3 is the minimal polynomial of 4.

EXAMPLE 9.12

(a) Consider the following two r-square matrices, where a # 0:

210 0 0 A a 0 0 O
0 1 ... 0 O 0 42 a ... 0 0
Jr) = | and A= |
0 0 O A1 0 0 0 A a
0 0 0 0 4 0 0 0 0 4

The first matrix, called a Jordan Block, has A’s on the diagonal, 1’s on the superdiagonal (consisting of the
entries above the diagonal entries), and 0’s elsewhere. The second matrix A has 4’s on the diagonal, a’s on the
superdiagonal, and 0’s elsewhere. [Thus, 4 is a generalization of J(2,7).] One can show that

f(O)y=@=2
is both the characteristic and minimal polynomial of both J(4,r) and 4.
(b) Consider an arbitrary monic polynomial:
SO =1"Fa, " 4ot tag

Let C(f) be the n-square matrix with 1’s on the subdiagonal (consisting of the entries below the diagonal
entries), the negatives of the coefficients in the last column, and 0’s elsewhere as follows:

00 ... 0 -—a
10 ... 0 -—a
cf)=101 ... 0 —a
00 1 —a,

Then C(f) is called the companion matrix of the polynomial f(¢). Moreover, the minimal polynomial m(¢) and
the characteristic polynomial A(z) of the companion matrix C( /") are both equal to the original polynomial f(z).

Minimal Polynomial of a Linear Operator

The minimal polynomial m(t) of a linear operator T is defined to be the monic polynomial of lowest
degree for which T is a root. However, for any polynomial f(¢), we have

f(T)=0 ifandonly if  f(4) =0

where A4 is any matrix representation of 7. Accordingly, 7 and 4 have the same minimal polynomials.
Thus, the above theorems on the minimal polynomial of a matrix also hold for the minimal polynomial of
a linear operator. That is, we have the following theorems.

THEOREM 9.15':  The minimal polynomial m(¢) of a linear operator 7' divides every polynomial that
has T as a root. In particular, m(¢) divides the characteristic polynomial A(z) of 7.
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THEOREM 9.16':  The characteristic and minimal polynomials of a linear operator T' have the same
irreducible factors.

THEOREM 9.17': A scalar 1 is an eigenvalue of a linear operator 7 if and only if A is a root of the
minimal polynomial m(z) of T.

9.8 Characteristic and Minimal Polynomials of Block Matrices

This section discusses the relationship of the characteristic polynomial and the minimal polynomial to
certain (square) block matrices.

Characteristic Polynomial and Block Triangular Matrices

A([)l f } , where 4, and 4, are square matrices. Then
2

tI — M is also a block triangular matrix, with diagonal blocks #/ — A, and #/ — A,. Thus,

Suppose M is a block triangular matrix, say M = [

-4, -B

i =M[=1" 1l — 4,

That is, the characteristic polynomial of M is the product of the characteristic polynomials of the diagonal
blocks 4, and 4,.
By induction, we obtain the following useful result.

THEOREM 9.18:  Suppose M is a block triangular matrix with diagonal blocks 4, 4,, ..., A,. Then the
characteristic polynomial of M is the product of the characteristic polynomials of the
diagonal blocks A4;; that is,

Ay (1) = Ay (AL, (1) - Ay (1)

9 -1 15 7
. . 8 3.2 —4

EXAMPLE 9.13 Consider the matrix M = 0— - 6 "‘ —3— 6 .
0 0 -1 8

Then M is a block triangular matrix with diagonal blocks 4 = [z _;} and B = [_i g] Here

tr(4d) =9+3 =12, det(d)=27+8=35, andso A ()= —-12t+35=(t-5)(t—7)
tr(B) =3+8=11, det(B)=24+6=30, andso Az(t)=1>—11t+30=(t—5)(t—6)

Accordingly, the characteristic polynomial of M is the product

A (8) = Ay (0)A5(1) = (t = 5)*(t = 6)( = 7)

Minimal Polynomial and Block Diagonal Matrices
The following theorem (proved in Problem 9.36) holds.

THEOREM 9.19:  Suppose M is a block diagonal matrix with diagonal blocks 4,45, ..., A4,. Then the
minimal polynomial of M is equal to the least common multiple (LCM) of the
minimal polynomials of the diagonal blocks 4;.

Remark: We emphasize that this theorem applies to block diagonal matrices, whereas the
analogous Theorem 9.18 on characteristic polynomials applies to block triangular matrices.
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EXAMPLE 9.14 Find the characteristic polynomal A(¢) and the minimal polynomial m(¢) of the block diagonal
matrix:

2 5,0 0,0
0 210 0'0

M=|070,4 270 :diag(Al,Az,A3),whereA1:[3 ;],Azz[g §]7A3=[7]
0 013 510
0 0,0 0,7

Then A(¢) is the product of the characterization polynomials A,(z), A,(#), A;(¢) of 4,, A,, A5, respectively.
One can show that

Ay() = (1 -2)", Ay (1) = (t=2)(t=7), As(t) =1=7
Thus, A(f) = (1 — 2)*(r — 7)*. [As expected, deg A(r) = 5.]

The minimal polynomials m,(t), m,(t), ms(t) of the diagonal blocks 4,,4,, 43, respectively, are equal to the
characteristic polynomials; that is,

my (1) = (1 = 2)", my(t) = (1 =2)(t =7), my(t) =1t =7

But m(7) is equal to the least common multiple of m, (¢),m, (1), ms(¢). Thus, m(r) = (t — 2)*(r — 7).

SOLVED PROBLEMS

Polynomials of Matrices, Characteristic Polynomials

9.1. Letd= H _g] Find f(4), where
(a) f(t)=1—3t+7, (b) f(t) =1 —6t+13
: , 1 =271 =27 [-7 -—12
First find 4 = {4 5}[4 5} = [24 17}.Then

e Y R e Y ]
) f(A)=A2—6A+l3I:[_7 —12]+{ -6 12}+{13 0}:{0 0}

24 17 —-24 =30 0 13 0 0
[Thus, 4 is a root of f(z).]

9.2. Find the characteristic polynomial A(¢) of each of the following matrices:

25 7 -3 3 -2
@ A:L 1}’“’) B:[s —2}’@ C:{9 —3}

Use the formula () = 2 — tr(M) t + |M| for a 2 x 2 matrix M:
(@ tr(d)=2+1=3, |4/=2-20=-18, so A(t)=¢-3t—18
(b) r(B)=7-2=5 [Bl=-14+15=1, so A@t)=£-5t+1
() r(C)=3-3=0, |C]=-9+18=09, so  A()=£4+9

9.3. Find the characteristic polynomial A(¢#) of each of the following matrices:
1 23 1 6 -2
(a 4=13 0 4|(,®b) B=|-3 2 0
6 4 5 0 3 —4
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9.4.

9.5.

9.6.

Use the formula A(f) = £ — tr(A)f* + (4, + Ay, + A33)t — |4|, where A4;; is the cofactor of a;; in the
3 x 3 matrix 4 = [a;].

@) tr(A)=1+0+5=6,

A”:‘g :’:716, Azzz‘é g‘:fw, A33:’; (2)‘:76
Ay + A4y + 453 =-35,  and  |4| =48+36—16—30 =38
Thus, A(t) =1 — 6 —35t—38
(b) w(B)=1+2—-4=-1
B”:’g _2’:78, 322:.(1) :i’:74, 333:‘_;‘ g’:zo
By, + By, + By =38, and |B| = -8+ 18 =72 = —62
Thus, A(t)y=1 +7 —8t+62

Find the characteristic polynomial A(#) of each of the following matrices:
2 2

(a) 4= ,(b) B=

S oo -
S O W =

2 5 1 1
1 4 2 2 3
0 0 6 =5 5
0 0 2 3 0

AN K~

(a) A is block triangular with diagonal blocks

2 5 6 -5
Al = |: :| and AZ = |: :|
1 4 2 3

Thus, At) = Ay (DA (1) = (7 — 61+ 3) (£ — 91+ 28)

(b) Because B is triangular, A(¢) = (¢ — 1)(¢ = 3)(t — 5)(¢ — 6).

Find the characteristic polynomial A(¢) of each of the following linear operators:

(a) F:R? — R? defined by F(x,y) = 3x + 5y, 2x— 7).

(b) D:V — V defined by D(f) =df/dt, where V is the space of functions with basis
S = {sint,cost}.

The characteristic polynomial A(¢) of a linear operator is equal to the characteristic polynomial of any
matrix A that represents the linear operator.

(a) Find the matrix A that represents 7T relative to the usual basis of R?. We have

A:B —ﬂ o A(t) =17 —tr(d) 1+ 4| = £ + 4r - 31

(b) Find the matrix 4 representing the differential operator D relative to the basis S. We have
D(sin#) = cost = 0(sin#) + 1(cos?) 1o -1
D(cost) = —sint = —1(sin¢) + 0(cos ) andso A= 1 0
Therefore, Aty =2 —tr(d) t+ |4 = + 1

Show that a matrix 4 and its transpose 47 have the same characteristic polynomial.

By the transpose operation, (1 — 4)" = tI” — AT = I — A”. Because a matrix and its transpose have
the same determinant,

Ayt = —A| = |t —A)| = |t —AT| = Ayi (1)
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9.7. Prove Theorem 9.1: Let f and g be polynomials. For any square matrix 4 and scalar £,
() (f+g)d)=f(4)+g ), (i) (k)(4)=~k(4),
(i) (/2)(4) =1 (4)g(4), (iv) f(4)g(4) = g(A)f (4).
Suppose f = a,t" +---+a;t+a, and g = b,,t" + --- + bt + b,. Then, by definition,
f(A) :anAn+"'+a1A+a0[ and g(A) :bn1A117+"' +b1A+b01
(i) Suppose m < n and let b, = 0 if i > m. Then
fHg=1(a,+b,)t"+ -+ (a+ b))t + (ag + by)

Hence,
(f+2)A) = (a, +b,)A" + -+ (a; + by )4 + (ag + by)I
=a,A" +b,A"+ -+ a;A+ b A+ ayl + byl =f(A4) + g(A)
n+m
(ii) By definition, fg = ¢, "™ + -+ it + ¢y = > ¢;t*, where
k=0
k
e =aohy +arb_y + -+ agby = ab_;
i=0
n+m
Hence, (f2)(4) = 3. ¢4 and
k=0
n . m . n o m o n+m
1) = (Laa ) (So) = £ S apats = et = ()
1= J= i=0j= =

(iii) By definition, kf' = ka,t" + - - - + ka,t + ka,, and so
(k)(A4) = ka,A" + - - - + kayA + kayl = k(a,A" + -+ a1 A + ayl) = kf (4)

(iv) By (D), g(4)f(4) = (&/)(4) = (fg)(4) = f(4)g(4).
9.8. Prove the Cayley—Hamilton Theorem 9.2: Every matrix 4 is a root of its characterstic polynomial
A(1).
Let A be an arbitrary n-square matrix and let A(¢) be its characteristic polynomial, say,
Aty =|tI —A| ="+ a,_ "'+ +ajt+a,

Now let B(¢) denote the classical adjoint of the matrix #/ — A. The elements of B(¢) are cofactors of the
matrix t/ — A and hence are polynomials in # of degree not exceeding n — 1. Thus,

B(t)y=B, "'+ ... +B,t+B,

where the B; are n-square matrices over K which are independent of 7. By the fundamental property of the
classical adjoint (Theorem 8.9), (t/ — 4)B(t) = |t — A|I, or

(tI —A)(B, (" "4 -+ Bit+By) = (" +a, /" '+ +ayt+ay)l

Removing the parentheses and equating corresponding powers of ¢ yields

Bn—l :1, Bn_z _ABn—l :an_ll, ey BO_ABI :all, _ABO :aol
Multiplying the above equations by 4", 4"~!, ..., A, I, respectively, yields
Aan—l = Anl, Anian_z — Aan—l = an_lAnil, ey ABO — AzBl = a1A7 _ABO = aol

Adding the above matrix equations yields 0 on the left-hand side and A(4) on the right-hand side; that is,
0=A"+a, A" "+ +ad+ayl

Therefore, A(4) = 0, which is the Cayley—Hamilton theorem.
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Eigenvalues and Eigenvectors of 2 x 2 Matrices

3 —4
9.9. LetA:{2 —6]'

(a) Find all eigenvalues and corresponding eigenvectors.
(b) Find matrices P and D such that P is nonsingular and D = P~'AP is diagonal.
(a) First find the characteristic polynomial A(7) of A4:

Aty =1 —tr(A) t+ |4 =2 +3t— 10 = (t — 2)(t +5)

The roots A =2 and A = —5 of A(¢) are the eigenvalues of 4. We find corresponding eigenvectors.
(i) Subtract 4 = 2 down the diagonal of 4 to obtain the matrix M = A — 2, where the corresponding
homogeneous system MX = 0 yields the eigenvectors corresponding to 2 = 2. We have

1 -4 . x—4y=0 -
M = [2 78}’ corresponding to 2 — 8y =0 or x—4y=0

The system has only one free variable, and v; = (4, 1) is a nonzero solution. Thus, v; = (4,1) is
an eigenvector belonging to (and spanning the eigenspace of) 4 = 2.

(i) Subtract A = —5 (or, equivalently, add 5) down the diagonal of 4 to obtain

_[8 —4 . 8x—4y=0 _
M = [2 _1}7 corresponding to - y=0 or 2x—y =0

The system has only one free variable, and v, = (1,2) is a nonzero solution. Thus, v, = (1,2) is
an eigenvector belonging to 1 = 5.

(b) Let P be the matrix whose columns are v; and v,. Then

14 1 oiyp |2 0
P—L 2} and D=P AP—[O _5}

Note that D is the diagonal matrix whose diagonal entries are the eigenvalues of 4 corresponding to the
eigenvectors appearing in P.

Remark: Here P is the change-of-basis matrix from the usual basis of R? to the basis
S ={w;, v}, and D is the matrix that represents (the matrix function) 4 relative to the new basis S.

9.10. Let 4 = ﬁ ﬂ
(a) Find all eigenvalues and corresponding eigenvectors.
(b) Find a nonsingular matrix P such that D = P~'4P is diagonal, and P~ .
(c) Find 4° and f(A4), where t* — 33 — 61> + 7t + 3.
(d) Find a “‘real cube root’” of B—that is, a matrix B such that B3> = 4 and B has real eigenvalues.

(a) First find the characteristic polynomial A(¢) of 4:
Aty = —tr(Ad) t+|A| = =5t +4=(t—1)(t—4)

The roots A = 1 and A = 4 of A(¢) are the eigenvalues of 4. We find corresponding eigenvectors.

(i) Subtract A = 1 down the diagonal of 4 to obtain the matrix M = 4 — Al, where the corresponding
homogeneous system MX = 0 yields the eigenvectors belonging to A = 1. We have

|12 . x+2y=0 .
M = [1 2}, corresponding to X 42y=0 or x+2y=0
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The system has only one independent solution; for example, x = 2, y = —1. Thus, v; = (2,—1) is
an eigenvector belonging to (and spanning the eigenspace of) A = 1.

(i) Subtract A =4 down the diagonal of 4 to obtain

-2 2
1 -1

} , corresponding to —xt+2y=0 or x—y=0

M:{ x— y=0

The system has only one independent solution; for example, x = 1, y = 1. Thus, v, = (1, 1) is an
eigenvector belonging to 4 = 4.

(b) Let P be the matrix whose columns are v; and v,. Then

_ 2 1  14p_ |10 .
P—{_l 1} and D=P AP—{O 4], where P —[

W= W]—

W W|—
[

(c) Using the diagonal factorization 4 = PDP~!, and 1° = 1 and 4% = 4096, we get

1 0% —3 1366 2230
0 4096 |1 2] |1365 2731
Also, f(1) =2 and f(4) = —1. Hence,

f(A)—Pf(D)P‘I—[ : 1H2 OH

2 1
-1 1

A% =PD°P! =

-1 1

(d) Here [ (1) \3%] is the real cube root of D. Hence the real cube root of 4 is
2+V4 —2+2V4

= | 2 1|1 o0 1
B = PVDP —[_1 1“" ﬂ” }‘3 —1+V4  142V4

9.11. Each of the following real matrices defines a linear transformation on R
5 6 1 -1 5 —1
Find, for each matrix, all eigenvalues and a maximum set S of linearly independent eigenvectors.
Which of these linear operators are diagonalizable—that is, which can be represented by a
diagonal matrix?

(a) First find A(f) = 2 — 3t — 28 = (t — 7)(¢t + 4). The roots A = 7 and 4 = —4 are the eigenvalues of 4.
We find corresponding eigenvectors.

W= W=

WIN W|—

(i) Subtract A = 7 down the diagonal of 4 to obtain

) . —2x+6y=0 A
M= [ 3 _9] , corresponding to 3x— 9y =0 or x—3y=0
Here v; = (3, 1) is a nonzero solution.

(i) Subtract A = —4 (or add 4) down the diagonal of 4 to obtain

9 6
3 2

} , corresponding to x+6y=0 or 3x+2y=0

M:[ 3x+2y=0

Here v, = (2, —3) is a nonzero solution.

Then S = {v;, v} = {(3,1), (2,—3)} is a maximal set of linearly independent eigenvectors. Because S is
a basis of R?, 4 is diagonalizable. Using the basis S, 4 is represented by the diagonal matrix D = diag(7, —4).

(b) First find the characteristic polynomial A(¢) = ¢ + 1. There are no real roots. Thus B, a real matrix
representing a linear transformation on R?, has no eigenvalues and no eigenvectors. Hence, in particular,
B is not diagonalizable.
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(c) First find A(r) = 2 — 8¢+ 16 = (1 — 4)*. Thus, 4 = 4 is the only eigenvalue of C. Subtract A = 4 down
the diagonal of C to obtain

M = [} :} } , corresponding to x—y=0

The homogeneous system has only one independent solution; for example, x =1, y = 1. Thus,
v=(1,1) is an eigenvector of C. Furthermore, as there are no other eigenvalues, the singleton set
S ={v} ={(1,1)} is a maximal set of linearly independent eigenvectors of C. Furthermore, because S
is not a basis of R?, C is not diagonalizable.

9.12. Suppose the matrix B in Problem 9.11 represents a linear operator on complex space C>. Show
that, in this case, B is diagonalizable by finding a basis S of C? consisting of eigenvectors of B.

The characteristic polynomial of B is still A(f) = £ 4 1. As a polynomial over C, A(f) does factor;
specifically, A(t) = (t — i)(¢ +i). Thus, A =i and 1 = —i are the eigenvalues of B.

(i) Subtract 4 =i down the diagonal of B to obtain the homogeneous system

(I —i)x— y=0

24 (—1—i)y=0 or (I1-ix—y=0

The system has only one independent solution; for example, x = 1,y =1 —i. Thus, v; = (1, 1 —1i)is
an eigenvector that spans the eigenspace of 4 = i.

(ii) Subtract 2 = —i (or add i) down the diagonal of B to obtain the homogeneous system

(I+i)x— y=0

2t (—1+ip=o o (IH+ix—y=0

The system has only one independent solution; for example, x = 1,y = 1 +i. Thus, v, = (1, 1+1i)is
an eigenvector that spans the eigenspace of 1 = —i.

As a complex matrix, B is diagonalizable. Specifically, S = {v;, v,} = {(1,1 —1i), (1,1+14)} is a basis of
C? consisting of eigenvectors of B. Using this basis S, B is represented by the diagonal matrix
D = diag(i, —i).

9.13. Let L be the linear transformation on R? that reflects each point P across the line y = kx, where
k > 0. (See Fig. 9-1.)

(a) Show that v; = (k, 1) and v, = (1, —k) are eigenvectors of L.

(b) Show that L is diagonalizable, and find a diagonal representation D.

Y L(P)
[ ]
L(v,) N\

U

Figure 9-1

(a) The vector v; = (k, 1) lies on the line y = kx, and hence is left fixed by Z; that is, L(v;) = v;. Thus, v,
is an eigenvector of L belonging to the eigenvalue 4, = 1.

The vector v, = (1, —k) is perpendicular to the line y = kx, and hence, L reflects v, into its

negative; that is, L(v,) = —wv,. Thus, v, is an eigenvector of L belonging to the eigenvalue 1, = —1.
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(b) Here S = {v,v,} is a basis of R? consisting of eigenvectors of L. Thus, L is diagonalizable, with the
1

diagonal representation D = [ 0

_(1)] (relative to the basis §).

Eigenvalues and Eigenvectors

4 1 -1
9.14. LetA4= |2 5 —2].(a) Find all eigenvalues of 4.
11 2

(b) Find a maximum set S of linearly independent eigenvectors of A.
(c) Is 4 diagonalizable? If yes, find P such that D = P~'4P is diagonal.
(a) First find the characteristic polynomial A(¢) of 4. We have
tr(d) =4+5+2=11 and |4|=40-2-2+5+8—4=45

Also, find each cofactor 4;; of a;; in 4:

5 =2 4 -1 4 1
Allz‘l 2‘:127 Azzz'l 2‘:97 A33:‘2 5‘:18
Hence, At) = —tr(A) 2 + (Ay; + Agy + A33)t — |[A] = £ — 112 + 391 — 45

Assuming Af has a rational root, it must be among +1, £3, £5, £9, +15, +45. Testing, by
synthetic division, we get
3] 1—-11439-45
3—-24+145
1-8415+ 0

Thus, ¢ = 3 is a root of A(¢). Also, ¢ — 3 is a factor and > — 8t + 15 is a factor. Hence,
A(t) = (t=3) (P —8t+15) = (1 =3)(t = 5)(t —3) = (t — 3)* (1 — 5)

Accordingly, A =3 and 4 = 5 are eigenvalues of A4.
(b) Find linearly independent eigenvectors for each eigenvalue of 4.

(i) Subtract A =3 down the diagonal of 4 to obtain the matrix

11
M=12 2 =2/, corresponding to x+y—z=0
11

Here u = (1,—1,0) and v = (1,0, 1) are linearly independent solutions.
(i) Subtract A =5 down the diagonal of 4 to obtain the matrix

-1 1 -1 —x+y— z=0 _ .—0
M = 2.0 =2, corresponding to 2x — 2z=10 or o _5 B 0
11 -3 X+y—32=0 yoa=

Only z is a free variable. Here w = (1,2, 1) is a solution.

Thus, S = {u,v,w}={(1,-1,0), (1,0,1), (1,2,1)} is a maximal set of linearly independent
eigenvectors of A.

Remark: The vectors u and v were chosen so that they were independent solutions of the system
x+y —z=0. On the other hand, w is automatically independent of «# and v because w belongs to a
different eigenvalue of 4. Thus, the three vectors are linearly independent.
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(c) A is diagonalizable, because it has three linearly independent eigenvectors. Let P be the matrix with
columns u, v, w. Then

1 1 1 3
P=|-1 0 2 and D=P'4P= 3
01 1 5
3 -1 1
9.15. Repeat Problem 9.14 for the matrix B= |7 =5 1
6 —6 2

(a) First find the characteristic polynomial A(z) of B. We have
tr(B) - O, |B| == _16, Bll - _4, Bzz == 0, B33 - _8, SO ZBii - _12
i

Therefore, A(f) = £ — 12t + 16 = (t — 2)*(t + 4). Thus, /4, = 2 and A, = —4 are the eigen-
values of B.

(b) Find a basis for the eigenspace of each eigenvalue of B.

(i) Subtract 4, = 2 down the diagonal of B to obtain

111 x— y+z=0 Xx—y+z=0
M=17 -7 1], corresponding to x—=Ty+z=0 or g j:O
6 —6 0 6r—6y =0 -

The system has only one independent solution; for example, x=1, y=1, z=0. Thus,
u = (1,1,0) forms a basis for the eigenspace of 1, = 2.

(ii) Subtract 1, = —4 (or add 4) down the diagonal of B to obtain

7 -1 1 Ix— y+ z=0 Yo oyt oz=0
M=\{7 -1 1|, corresponding to Tx— y+ z=0 or 6y—6z:0
6 —6 6 6x — 6y + 62 =0 Yoz =

The system has only one independent solution; for example, x =0, y =1, z=1. Thus,
v=1(0,1,1) forms a basis for the eigenspace of 1, = —4.
Thus S = {u, v} is a maximal set of linearly independent eigenvectors of B.

(c) Because B has at most two linearly independent eigenvectors, B is not similar to a diagonal matrix; that
is, B is not diagonalizable.

9.16. Find the algebraic and geometric multiplicities of the eigenvalue A4, =2 of the matrix B in
Problem 9.15.

The algebraic multiplicity of 2, = 2 is 2, because ¢ — 2 appears with exponent 2 in A(¢). However, the
geometric multiplicity of 4; = 2 is 1, because dim £, =1 (where E, is the eigenspace of 4,).

9.17. Let T:R?® — R® be defined by T(x,y,z) = (2x +y — 2z, 2x+3y—4z, x+y—z). Find all
eigenvalues of 7, and find a basis of each eigenspace. Is T diagonalizable? If so, find the basis S of
R’ that diagonalizes T, and find its diagonal representation D.

First find the matrix 4 that represents 7 relative to the usual basis of R* by writing down the coefficients
of x,y,z as rows, and then find the characteristic polynomial of 4 (and 7). We have

2 1 =2 tr(d) =4, |4]=2
A=[T|=12 3 -4 and Ay =1, Ap =0, 4y =4
11 -1 > A =5

1

Therefore, A(f) = # — 42 + 5t —2 = (1 — 1)*(t — 2), and so A = 1 and 2 = 2 are the eigenvalues of 4 (and
T). We next find linearly independent eigenvectors for each eigenvalue of 4.
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9.18.

9.19.

9.20.

9.21.

(i) Subtract 4 = 1 down the diagonal of 4 to obtain the matrix

1 1 -2
M=12 2 —4/{, corresponding to x+y—2z=0
11 =2

Here y and z are free variables, and so there are two linearly independent eigenvectors belonging
to A = 1. For example, u = (1,—1,0) and v = (2,0, 1) are two such eigenvectors.

(i) Subtract A = 2 down the diagonal of 4 to obtain

0 1 —2 y—2z=0 _
M=12 1 -4/, corresponding to x+y—4z=0 or i : :Z _ g
11 =3 X+y—32=0 T

Only z is a free variable. Here w = (1,2, 1) is a solution.

Thus, T is diagonalizable, because it has three independent eigenvectors. Specifically, choosing
S={u,v,w}={(1,-1,0), (2,0,1), (1,2,1)}

as a basis, T is represented by the diagonal matrix D = diag(1,1,2).

Prove the following for a linear operator (matrix) 7

(a) The scalar 0 is an eigenvalue of T if and only if 7 is singular.

(b) If / is an eigenvalue of T, where T is invertible, then 2! is an eigenvalue of 7!

(a) We have that 0 is an eigenvalue of T if and only if there is a vector v # 0 such that 7'(v) = Ov—that is, if
and only if T is singular.

(b) Because T is invertible, it is nonsingular; hence, by (a), 1 # 0. By definition of an eigenvalue, there
exists v # 0 such that 7(v) = Av. Applying 7~' to both sides, we obtain

v="T"0v) = 2T (v), and so T v)=21"v
Therefore, ™! is an eigenvalue of 7.

Let A be an eigenvalue of a linear operator 7: V' — V, and let £, consists of all the eigenvectors
belonging to A (called the eigenspace of 1). Prove that E; is a subspace of V. That is, prove

(a) If u € E;, then ku € E, for any scalar k. (b) Ifu,v,€ E;, thenu+v € E;.

(a) Because u € E;, we have T(u) = Au. Then T (ku) = kT (u) = k(Au) = A(ku), and so ku € E;.
(We view the zero vector 0 € V" as an ‘‘eigenvector’” of 4 in order for E; to be a subspace of V.)

(b) As u,v € E;, we have T(u) = Au and T(v) = Av. Then
Tu+v)=Twu)+T(v)=Au+Av=Au+v), andso u+v €k,

Prove Theorem 9.6: The following are equivalent: (i) The scalar / is an eigenvalue of 4.
(ii) The matrix A/ — A4 is singular.
(iii) The scalar A is a root of the characteristic polynomial A(z) of A.

The scalar 4 is an eigenvalue of 4 if and only if there exists a nonzero vector v such that
Av=Jv  or (M)v—Av=0 or (M —A)v=0

or Al — A is singular. In such a case, 4 is a root of A(¢) = |t — A|. Also, v is in the eigenspace E, of 1 if and
only if the above relations hold. Hence, v is a solution of (A4/ — A)X = 0.

Prove Theorem 9.8': Suppose v;, v, ..., v, are nonzero eigenvectors of 7' belonging to distinct
eigenvalues A, 4,,...,4,. Then v, v,,..., v, are linearly independent.
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9.22,

9.23.

Suppose the theorem is not true. Let v, v, ..., v, be a minimal set of vectors for which the theorem is
not true. We have s > 1, because v; # 0. Also, by the minimality condition, v,,..., v, are linearly
independent. Thus, v, is a linear combination of v,, ..., v, say,

V) = QU +azvy + -+ ag g (1)

(where some a;, # 0). Applying T to (1) and using the linearity of T yields
T(v) = T(av, + azvs + -~ +agv) = a3 T(0y) + a3 T(v3) + -~ + a,T(vy) (2)

Because v; is an eigenvector of 7' belonging to Z;, we have T(v;) = 4;v;. Substituting in (2) yields

AUy = aadyvy + azAy vy + -+ agdgug (3)
Multiplying (1) by 4, yields
AUy = @yl vy + azhyvs + -+ agd g 4)
Setting the right-hand sides of (3) and (4) equal to each other, or subtracting (3) from (4) yields
ay(Ay — )y +az(Ay — A3)vg+ -+ a (A — A)v, =0 (5)
Because vy, vs, . .., v, are linearly independent, the coefficients in (5) must all be zero. That is,
ay(Ay — 4) =0, ay(Ay — 43) =0, ce a, (A —24) =0

However, the /; are distinct. Hence 4, —4; #0 for j > 1. Hence, a, =0, a3 =0,...,a,=0. This
contradicts the fact that some a; # 0. The theorem is proved.

Prove Theorem 9.9. Suppose A(t) = (t — a,)(t — ay) ... (t — a,) is the characteristic polynomial
of an n-square matrix 4, and suppose the » roots a; are distinct. Then 4 is similar to the diagonal
matrix D = diag(a,,a,,...,a,).

Let v}, vy, ..., v, be (nonzero) eigenvectors corresponding to the eigenvalues a;. Then the n eigenvectors

v; are linearly independent (Theorem 9.8), and hence form a basis of K. Accordingly, 4 is diagonalizable
(i.e., 4 is similar to a diagonal matrix D), and the diagonal elements of D are the eigenvalues q;.

Prove Theorem 9.10": The geometric multiplicity of an eigenvalue A of T' does not exceed its
algebraic multiplicity.

Suppose the geometric multiplicity of 4 is r. Then its eigenspace E; contains r linearly independent
eigenvectors vy, ..., v,. Extend the set {v;} to a basis of V, say, {v;,..., v, wy,...,w,}. We have

T(v,) = Avy, T(vy) = Avy, ce T(v,) = Av,,

T(wy) = ay vy + -+ +ap,v, +byywy + -+ byw;
T(wy) = ay vy + - + a0, + byywy + -+ + bywy

A, A

ThenM:[O B

} is the matrix of T in the above basis, where 4 = [aij]T and B = [bl»j]r.

Because M is block diagonal, the characteristic polynomial (¢ — 4)" of the block A/, must divide the
characteristic polynomial of M and hence of 7. Thus, the algebraic multiplicity of A for T is at least 7, as
required.

Diagonalizing Real Symmetric Matrices and Quadratic Forms

9.24, Let 4 = {

; _?] . Find an orthogonal matrix P such that D = P~'AP is diagonal.
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First find the characteristic polynomial A(¢) of 4. We have

Aty =0 —tr(A) t+ |4 = — 6t — 16 = (t — 8)(¢t +2)

Thus, the eigenvalues of 4 are /. = 8 and 1 = —2. We next find corresponding eigenvectors.
Subtract A = 8 down the diagonal of 4 to obtain the matrix
-1 3 . —x+3y=0 _
M = { 3 79} , corresponding to 3x— 9y =0 or x—3y=0

A nonzero solution is u#; = (3, 1).
Subtract A = —2 (or add 2) down the diagonal of 4 to obtain the matrix

I9x+3y=0

It y=0 or 3x+y=0

M = [i ﬂ, corresponding to

A nonzero solution is u, = (1, -3).
As expected, because 4 is symmetric, the eigenvectors #; and u, are orthogonal. Normalize #; and u, to
obtain, respectively, the unit vectors

i, = (3/V10,1/v/10)  and 4, = (1/3/10,—3/3/10).

Finally, let P be the matrix whose columns are the unit vectors #; and #,, respectively. Then

3/V10 1/V10
1/V10 -3/V10

As expected, the diagonal entries in D are the eigenvalues of 4.

_plyp_|8 0
and D=P AP_[O _

11 -8 4
9.25. Let B= | -8 —1 —2].(a) Find all eigenvalues of B.
4 -2 —4

(b) Find a maximal set S of nonzero orthogonal eigenvectors of B.

(c) Find an orthogonal matrix P such that D = P~'BP is diagonal.
(a) First find the characteristic polynomial of B. We have
t(B)=6, |B|=400, B;; =0, By =-60, By =-75 so > B;=—135

Hence, A(f) = £* — 61 — 135¢ — 400. If A(¢) has an integer root it must divide 400. Testing ¢ = —5, by
synthetic division, yields
5] 1— 6—-135—-400
— 54 554400
1—11— 80+ O
Thus, ¢ + 5 is a factor of A(¢), and 2 — 11¢ — 80 is a factor. Thus,

A(r) = (1 +5)(F — 111 — 80) = (1 + 5)*(t — 16)

The eigenvalues of B are A = —5 (multiplicity 2), and A = 16 (multiplicity 1).

(b) Find an orthogonal basis for each eigenspace. Subtract A = —5 (or, add 5) down the diagonal of B to
obtain the homogeneous system

16x — 8y +4z =0, —8x+4y —2z=0, 4 —2y+z=0

That is, 4x — 2y + z = 0. The system has two independent solutions. One solution is v; = (0, 1,2). We
seek a second solution v, = (a, b, ¢), which is orthogonal to v;, such that

4a—-2b+c=0, and also b—2c=0
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One such solution is v, = (=5, —8,4).
Subtract 4 = 16 down the diagonal of B to obtain the homogeneous system

—5x —8y+4z=0, —8x — 17y —2z=0, 4x — 2y —20z=0

This system yields a nonzero solution vy = (4,—2,1). (As expected from Theorem 9.13, the
eigenvector v is orthogonal to v, and v,.)
Then v, v,, v; form a maximal set of nonzero orthogonal eigenvectors of B.

(c) Normalize v, v,, v; to obtain the orthonormal basis:
0y :Ul/\/ga b = v,/ V105, by =v;/V21

Then P is the matrix whose columns are ¥, ¥, ¢5. Thus,

0 —5/V105  4/V21 -5
P=11/V5 -8//105 -2/v21 and D=P'BP= -5
2/V/5  4/V/105  1/V21 16

9.26. Let g(x,y) = x> + 6xy — 7y*. Find an orthogonal substitution that diagonalizes g.

Find the symmetric matrix A that represents g and its characteristic polynomial A(¢). We have

A:B _ﬂ and  A(f) =2+ 66— 16 = (t—2)(t +8)

The eigenvalues of 4 are A =2 and 4 = —8. Thus, using s and ¢ as new variables, a diagonal form of ¢ is
q(s,t) = 25> — 87
The corresponding orthogonal substitution is obtained by finding an orthogonal set of eigenvectors of 4.
(i) Subtract 4 = 2 down the diagonal of 4 to obtain the matrix

-1 3
3 -9

—x+3y=0

M:{ 3x -9y =0

} , corresponding to or —x+3y=0

A nonzero solution is #; = (3,1).

(i) Subtract 1 = —8 (or add 8) down the diagonal of 4 to obtain the matrix

I9x+3y=0

9 3 .
M= [ }, corresponding to It y=0

3] or 3x+y=0

A nonzero solution is u, = (—1,3).
As expected, because 4 is symmetric, the eigenvectors #; and u, are orthogonal.
Now normalize #; and u, to obtain, respectively, the unit vectors

i, = (3/V10, 1/v/10)  and @, = (—1/3/10, 3/v/10).

Finally, let P be the matrix whose columns are the unit vectors #; and i,, respectively, and then
1" = PJs,1]" is the required orthogonal change of coordinates. That is,

b,y
3/V/10 —1/V/10 and 35—t s+ 3t
= X = " = —
1/VI0 3/v10 vio' T Vo
One can also express s and ¢ in terms of x and y by using P~' = P”. That is,

3x+y —x + 3¢
s = t=

V10’ V10
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Minimal Polynomial

4 -2 2 3 -2 2
9.27. LetA= |6 -3 4| andB= |4 —4 6. The characteristic polynomial of both matrices is
3 -2 3 2 -3 5

A(f) = (1 — 2)(t — 1)*. Find the minimal polynomial m() of each matrix.

The minimal polynomial m(¢) must divide A(¢). Also, each factor of A(¢) (i.e., t — 2 and ¢ — 1) must
also be a factor of m(¢). Thus, m(¢) must be exactly one of the following:

FO=@-2-1) o gl)=(-2)(-1)
(a) By the Cayley—Hamilton theorem, g(4) = A(4) = 0, so we need only test /(¢). We have
2 =2 213 -2 2 0 0 0
fAy=(@A-2DA-T)=|6 -5 4||6 —4 4| =]0 0 0
3 -2 1|3 -2 2 0 0 0

Thus, m(t) = f(t) = (t — 2)(t — 1) = 2 — 3t + 2 is the minimal polynomial of 4.
(b) Again g(B) = A(B) =0, so we need only test /(¢). We get

1 =2 2(|2 -2 2 -2 2 =2
fB)=B-20)B-1)=|4 —6 6|4 -5 6|=|-4 4 —4|+£0
2 =3 3|2 -3 4 -2 2 =2
Thus, m(t) # f(t). Accordingly, m(r) = g(t) = (t —2)(t — 1)* is the minimal polynomial of B. [We

emphasize that we do not need to compute g(B); we know g(B) = 0 from the Cayley—Hamilton theorem.]

9.28. Find the minimal polynomial m(¢) of each of the following matrices:

1 2 3
51 4 —1

(a) A:{ },(b) B=10 2 3/, () C:[ }
3 7 0 0 3 1 2

(a) The characteristic polynomial of 4 is A(¢) = > — 12t + 32 = (¢t — 4)(¢ — 8). Because A(¢) has distinct
factors, the minimal polynomial m(t) = A(t) = £ — 12¢ + 32.

(b) Because B is triangular, its eigenvalues are the diagonal elements 1,2,3; and so its characteristic
polynomial is A(f) = (r — 1)(t — 2)(¢ — 3). Because A(¢) has distinct factors, m(t) = A(¢).

(c) The characteristic polynomial of C is A(f) = # — 61+ 9 = (t — 3)2. Hence the minimal polynomial of C
is f(f) =t —3 or g(t) = (t — 3)%. However, f(C) # 0; that is, C — 3I # 0. Hence,
m(t) = g(t) = A(t) = (¢ - 3)".

9.29. Suppose S = {u;,u,,...,u,} is a basis of ¥/, and suppose F and G are linear operators on V such
that [F] has 0’s on and below the diagonal, and [G] has a # 0 on the superdiagonal and 0’s
elsewhere. That is,

0 (2531 (2531 . a, 0 a 0 ... 0
0 0 asy an 0 0 a 0
T Y G = e
0 0 0 4.1 00 0 a
0 0 0 0 0 0 O 0

Show that (a) F" = 0, (b) G"~! # 0, but G" = 0. (These conditions also hold for [F] and [G].)

(a) We have F(u,) =0 and, for » > 1, F(u,) is a linear combination of vectors preceding u, in S. That is,

F(ul) = a, Uy + AUy + e+ ar,rflurfl
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9.30.

9.31.

9.32.

9.33.

Hence, F?(u,) = F(F(u,)) is a linear combination of vectors preceding u,_;, and so on. Hence,
F"(u,) = 0 for each r. Thus, for each r, F"(u,) = F""(0) = 0, and so F" = 0, as claimed.

(b) Wehave G(u;) = 0 and, for each k > 1, G(u;) = auy_,. Hence, G"(u;) = a"u,._,. for r < k. Because a # 0,
a"~! # 0. Therefore, G"~'(u,) = @’ 'uy # 0, and so G"~! # 0. On the other hand, by (a), G" = 0.

Let B be the matrix in Example 9.12(a) that has 1’s on the diagonal, a’s on the superdiagonal,
where a # 0, and 0’s elsewhere. Show that f(t) = (1 — A)" is both the characteristic polynomial
A(?) and the minimum polynomial m(t) of A.

Because 4 is triangular with A’s on the diagonal, A(¢) = f(¢) = (t — A)" is its characteristic polynomial.
Thus, m(¢) is a power of ¢ — 4. By Problem 9.29, (4 — I)"" # 0. Hence, m(r) = A(f) = (1 — 2)".

Find the characteristic polynomial A(#) and minimal polynomial m(¢) of each matrix:

4 1 0 0 0 D 7 0 0
04 1 00 0 2 0 0
@ M=]|0 04 0 0f,(b) M=
0 0 1 1
0 0 0 4 1 00 —2 4
0 0 0 0 4 -
(a) M is block diagonal with diagonal blocks
4 1 0]
A=10 4 1 and B:[g H
0 0 4]

The characteristic and minimal polynomial of 4 is f(¢) = (t — 4)° and the characteristic and minimal
polynomial of B is g(¢) = ( — 4)*. Then
A0y =f(g(t)=(t—=4)"  but  m(t) =LCM[/(1),g(1)] = (1 = 4)’

(where LCM means least common multiple). We emphasize that the exponent in m(¢) is the size of the
largest block.

0 2 -2 4

acteristic and minimal polynomial of 4’ is f(¢) = (t — 2)2. The characteristic polynomial of B’ is
g(t) = 1> —5t+6 = (t — 2)(t — 3), which has distinct factors. Hence, g(¢) is also the minimal polynomial
of B. Accordingly,

Aty =f(Dg(n) = (t=2*(t=3)  but  m(r) = LCM[f(1),g()] = (1 — 2)*(¢ = 3)

(b) Here M’ is block diagonal with diagonal blocks 4’ = {2 7} and B = { ! 1] The char-

Find a matrix 4 whose minimal polynomial is f(¢) = > — 8> + 5¢ + 7.

0 0 -7
Simply let 4 = [1 0 5] , the companion matrix of f(¢) [defined in Example 9.12(b)].
01 8

Prove Theorem 9.15: The minimal polynomial m(¢) of a matrix (linear operator) 4 divides every
polynomial that has 4 as a zero. In particular (by the Cayley—Hamilton theorem), m(¢) divides the
characteristic polynomial A(¢) of 4.

Suppose f'(¢) is a polynomial for which f(4) = 0. By the division algorithm, there exist polynomials
q(t) and r(¢) for which f(z) = m(¢)q(¢) + r(¢) and r(z) = 0 or deg r(¢) < deg m(t). Substituting # = 4 in this
equation, and using that f(4) = 0 and m(4) = 0, we obtain r(4) = 0. If #(¢) # 0, then r(¢) is a polynomial
of degree less than m(¢) that has A as a zero. This contradicts the definition of the minimal polynomial. Thus,
r(t) = 0, and so f(t) = m(t)q(2); that is, m(¢) divides f(¢).
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9.34.

9.35.

9.36.

9.37.

Let m(t) be the minimal polynomial of an n-square matrix 4. Prove that the characteristic
polynomial A(¢) of A divides [m(¢)]".

Suppose m(t) =t 4 ¢t ' 4 - + ¢, 1t + c,. Define matrices B; as follows:

By=1 SO I =B,

By =A+c¢,I S0 ¢, =B, —A4 =B, — 4B,

B, =A? +ci A+l ) ¢yl =By, — A(A+cI) = B, — 4B,

B =A"" "4 A2+t l $0 ¢, I=B._, —AB, ,
Then
—AB, y=cd — (A" +c A"+ e A+ cd) =cd —m(d) =c,]

Set B(ty=¢""By+¢ B, +---+1tB,_,+B,_,
Then

(t —A)B(t) = ({By+ ¢ 'By +---+1tB,_|)— (" "ABy +t"2AB, + --- + 4B, )
={By+ 7 (B, —ABy) + 1 *(B, —AB;) + --- 4+ t(B,_, — AB,_,) — AB,_,
=T+t et 2T+ e, tl +c,] =m(t)]

Taking the determinant of both sides gives |t — A||B(t)| = |m(¢)I| = [m(¢)]". Because |B(¢)] is a poly-
nomial, |t — A| divides [m(¢)]"; that is, the characteristic polynomial of 4 divides [m(?)]".

Prove Theorem 9.16: The characteristic polynomial A(#) and the minimal polynomial m(z) of 4
have the same irreducible factors.

Suppose f(¢) is an irreducible polynomial. If /(¢) divides m(¢), then /' (¢) also divides A(¢) [because m(f)
divides A(#)]. On the other hand, if f(¢) divides A(¢), then by Problem 9.34, £ (¢) also divides [m(¢)]". But f(¢)
is irreducible; hence, f(¢) also divides m(¢). Thus, m(¢) and A(¢) have the same irreducible factors.

Prove Theorem 9.19: The minimal polynomial m(¢) of a block diagonal matrix M with diagonal
blocks A; is equal to the least common multiple (LCM) of the minimal polynomials of the
diagonal blocks 4;.

We prove the theorem for the case » = 2. The general theorem follows easily by induction. Suppose

g g] , where 4 and B are square matrices. We need to show that the minimal polynomial m(t) of M

is the LCM of the minimal polynomials g(#) and A4(¢) of 4 and B, respectively.
m(d) 0

0 m(B)
m(B) = 0. Because g(¢) is the minimal polynomial of 4, g(¢) divides m(¢). Similarly, /(¢) divides m(¢). Thus
m(t) is a multiple of g(¢) and A(¢).

Now let f'(¢) be another multiple of g(¢) and A(¢). Then f(M) = {f(A) 0 } = {0 0

|

Because m(f) is the minimal polynomial of M,m(M) = [ ] =0, and m(4) =0 and

0 f(B) 0 O} = 0. But

m(t) is the minimal polynomial of M; hence, m(¢) divides f(¢). Thus, m(¢) is the LCM of g(¢) and A(z).

Suppose m(t) =t +a,_;f~' + -+ a,t + a, is the minimal polynomial of an n-square matrix A.
Prove the following:

(a) A is nonsingular if and only if the constant term a, # 0.

(b) If 4 is nonsingular, then 4! is a polynomial in 4 of degree r — 1 < n.

(a) The following are equivalent: (i) A is nonsingular, (ii) 0 is not a root of m(t), (iii) @, # 0. Thus, the
statement is true.
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(b) Because 4 is nonsingular, a, # 0 by (a). We have

mA) =A"+a, A"+ Fad+ald =0
1

Thus, —— A a4 AT e DA=1
a4
1, . .
Accordingly, AV = —— A4 va, A+ Fal)
o

SUPPLEMENTARY PROBLEMS

Polynomials of Matrices

9.38.

9.39.

9.40.

9.41.

9.42,

9.43.

9.44.

Let 4= E ’ﬂ and B = [é ﬂ Find f(4), g(4), f(B), g(B), where f(t) =2 —5t+6 and

gt)y=1£ -2 +t+3.

Let A = Ll) ?] Find 42, 43, A", where n > 3, and 471
8 12 0
LetB= [0 8 12|.Find a real matrix 4 such that B = 4°.
0 0 8
For each matrix, find a polynomial having the following matrix as a root:

11 2
(a) A= ﬁ _ﬂ (b) B= ﬁ :ﬂ, ¢ C=1[1 2 3
2 1 4
Let 4 be any square matrix and let £(¢) be any polynomial. Prove (a) (P~'4P)" = P~'4"P.
(b) f(P'AP) =P 'f(A)P. (c) f(4T)=[f(4)]". (d) If 4 is symmetric, then f(4) is symmetric.

Let M = diag[4,,...,4,] be a block diagonal matrix, and let f(¢) be any polynomial. Show that /(M) is
block diagonal and /(M) = diag[f(4,), ...,/ (4,)].

Let M be a block triangular matrix with diagonal blocks 4,,...,4,, and let f(¢) be any polynomial. Show
that f(M) is also a block triangular matrix, with diagonal blocks f(4,), ...,/ (4,).

Eigenvalues and Eigenvectors

9.45.

9.46.

For each of the following matrices, find all eigenvalues and corresponding linearly independent eigen-
vectors:

2 -3 2 4 1 —4
o e o oot ee

When possible, find the nonsingular matrix P that diagonalizes the matrix.

2 -1
Let A = {72 3}.

(a) Find eigenvalues and corresponding eigenvectors.

(b) Find a nonsingular matrix P such that D = P~'4P is diagonal.
(c) Find 4% and f(A) where f(¢) = t* — 5 + 7> — 2t + 5.

(d) Find a matrix B such that B> = 4.
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9.47.

9.48.

9.49.

9.50.

9.51.

9.52,

9.53.

9.54.

9.55.

Repeat Problem 9.46 for 4 = [72 73]

For each of the following matrices, find all eigenvalues and a maximum set S of linearly independent
eigenvectors:

1 -3 3 3 -1 1 1 2
@@ A=1[3 -5 3|,(b) B=|7 =5 1|,(c) C=| 1 2 -1
6 —6 4 6 —6 2 ~1 1

Which matrices can be diagonalized, and why?

For each of the following linear operators 7: R> — R?, find all eigenvalues and a basis for each eigenspace:

(@ T(x,y)=Cx+3y, x+5), (b)) T(x,y)=(3x—13y, x—3y).

a b
LetAf[C d

diagonalizable—that is, so that 4 has two (real) linearly independent eigenvectors.

} be a real matrix. Find necessary and sufficient conditions on a,b,c,d so that 4 is

Show that matrices A4 and A” have the same eigenvalues. Give an example of a 2 x 2 matrix 4 where 4 and
AT have different eigenvectors.

Suppose v is an eigenvector of linear operators /' and G. Show that v is also an eigenvector of the linear
operator kF + k'G, where k and k' are scalars.

Suppose v is an eigenvector of a linear operator 7 belonging to the eigenvalue 4. Prove

(a) For n> 0, v is an eigenvector of 7" belonging to 2".

(b) f(4) is an eigenvalue of f(T) for any polynomial f (7).

Suppose /4 # 0 is an eigenvalue of the composition F o G of linear operators F and G. Show that / is also an
eigenvalue of the composition G o F. [Hint: Show that G(v) is an eigenvector of G o F.]

Let E: V — V be a projection mapping; that is, E2 = E. Show that E is diagonalizable and, in fact, can be

represented by the diagonal matrix M = {]6 8}, where 7 is the rank of E.

Diagonalizing Real Symmetric Matrices and Quadratic Forms

9.56.

9.57.

9.58.

9.59.

For each of the following symmetric matrices 4, find an orthogonal matrix P and a diagonal matrix D such
that D = P~'4P:

5 4 4 -1 73
@ A:L —1} ®) A:[—l 4]’ © A:[3 —1}

For each of the following symmetric matrices B, find its eigenvalues, a maximal orthogonal set S of
eigenvectors, and an orthogonal matrix P such that D = P~!BP is diagonal:

01 1 2 2 4
@ B=1|10 1|, () B=|2 5 8
110 4 8 17

Using variables s and ¢, find an orthogonal substitution that diagonalizes each of the following quadratic
forms:

@ qlxy) =47 +8y— 11", (b) g(xy) =23 —6xy+ 10y
For each of the following quadratic forms ¢(x, y, z), find an orthogonal substitution expressing x, y, z in terms
of variables r,s, ¢, and find g(r, s, 1):

@ q(x,y,z) = 5x% + 3% + 12xz, ()  q(x,y,2) = 3x* — dxy + 6% + 2xz — 4yz + 322
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9.60. Find a real 2 x 2 symmetric matrix 4 with eigenvalues:

(@) A=1and 2 =4 and eigenvector u = (1, 1) belonging to 1 = 1;
(b) A=2and 4 =3 and eigenvector u = (1,2) belonging to 1 = 2.

In each case, find a matrix B for which B? = 4.

Characteristic and Minimal Polynomials

9.61. Find the characteristic and minimal polynomials of each of the following matrices:

3001 -1 32 -1
@ A=| 2 4 -2|,0b) B=1[3 8 -3
-1 -1 3 36 -1

9.62. Find the characteristic and minimal polynomials of each of the following matrices:

250 00 4 -1 0 0 O 32000
02000 1 2 0 00 1 4 000

(a 4=10 0 4 2 0f, b) B=|0 0 3 1 Of, (¢) C=]|0 0 3 1 O
003 50 0 0 0 3 1 001 30
0 00 07 0 0 0 0 3 00 0 0 4
1 10 2 00

9.63. Let4A=|0 2 O0fandB= |0 2 2]|.Show that 4 and B have different characteristic polynomials

0 0 1 0 0 1

(and so are not similar) but have the same minimal polynomial. Thus, nonsimilar matrices may have the
same minimal polynomial.

9.64. Let 4 be an n-square matrix for which 4 = 0 for some k > n. Show that A" = 0.
9.65. Show that a matrix 4 and its transpose A” have the same minimal polynomial.

9.66. Suppose f(¢) is an irreducible monic polynomial for which f(4) = 0 for a matrix 4. Show that f(¢) is the
minimal polynomial of 4.

9.67. Show that 4 is a scalar matrix k/ if and only if the minimal polynomial of 4 is m(¢) =t — k.
9.68. Find a matrix 4 whose minimal polynomial is (a) £# — 52 + 61+ 8, (b) t* — 5 — 2t 4+ 7t + 4.

9.69. Let f(¢) and g(#) be monic polynomials (leading coefficient one) of minimal degree for which 4 is a root.
Show f(#) = g(¢). [Thus, the minimal polynomial of 4 is unique.]

ANSWERS TO SUPPLEMENTARY PROBLEMS

Notation: M = [R;; R,; ...] denotes a matrix M with rows R}, R,, .. ..

9.38. f(4)=[-26,—3; 5,-27], g(d)=[-40,39; —65,-27],
f(B)=1[,6; 09], g(B)=[312; 0,15]

9.39. 42=[1,4; 0,1, A=[1,6; 0,1, A"=[1,2n; 0,1, A'=[1,-2; 0,1]

9.40. LetA =[2,a,b; 0,2,¢; 0,0,2]. Set B=A>andthena=1,b=—-1 c=1



@D

CHAPTER 9 Diagonalization: Eigenvalues and Eigenvectors

9.41. Find A(¢): (@) 2 +t—11, (b) £2+2t+13, (¢) £ -7 +6t—1
9.45. (a) A=1u=(3,1); A=-4v=(1,2), by Z=4u=(2,1),
() A=-lLu=(2,1); A=-5v=(2,3). Only 4 and C can be diagonalized; use P = [u, v].
9.46. (a) A=1lu=(1,1); A=40v=(1,-2),
(b) P =[u,],
© fA)=[,1; 2,1, A% =[21846,-21845;, —43 690,43 691],
@ B=[ -1 -3
9.47. () i=1lu=(3,-2); i=2v=(2-1),(0b) P=]uu1]
© f(A)=[2,—6; 2,9, A% —[1021,1530; —510,—764],
d B=[- 344V3, 646V 223, 473\/51
9.48. (a) i=-2u=(1,1,0),v=(1,0,—1);4=4,w=(1,1,2),
(b) 2=2,u=(1,1,0); A=-4,0v=(0,1,1),
©) 2=3,u=(1,1,0),v=(1,0,1); A=1, (2,—1,1). Only 4 and C can be diagonalized; use
P = [u,v,w]
9.49. (a) A=2,u=(3,-1); A=6,v=(1,1), (b) No real eigenvalues
9.50. We need [—tr(4)])* — 4[det(4)] > 0 or (a — d)* + 4bc > 0.
9.51. A=[1,1; 0,1]
9.56. (a) P=[2,—1; 12J/v5 D=[70; 0,3]
b) P=[L1; 1,-1]/v2.  D=[30; 0,5],
() P=[3,-1; 1,3]/v/10, D=[8,0; 0,2]
9.57. (@) A=-1, u=(1,-1,0, v=(1,1,-2); A=2, w=(1,1,1),
b) 2=1, u=(2,1,=1), v=(2,-3,1); =22, w=(1,2,4)
Normallze u, v, w, obtaining #, v, w, and set P = [A ,W|. (Remark: u and v are not unique.)
9.58. (a) x= (4s+1)/V17, y = (—s+4t)/V17, q(s,t) = 55* — 12¢2,
(b) x=(3s—1)/V10, y = (s + 3£)//10, q(s,t) = s> + 112
9.59. (a) x= (3s+2t)/V13, y=r, z= (25 —3t)/V13, q(r,s,t) = 3r + 95 — 472,
(b) x=5Ks+ Lt, y =Jr+2Ks — 2Lt, z=2Jr — Ks — Lt, where JZI/\/E, KZI/\/?TO,
L=1/V6; q(r,s,t) = 2r* + 25> 4 8
9.60. (a) A:%[S,—B»; -3,5], B=1i[3,-1; —1,3],
(b) A4=3[14,-2; -2,11], B=é[f+4f2f 2V3; 2v2-2v3,4V2 4+ V3]
9.61. (a) A()=m(t)=(t—2(t—6), () AW =(t—-27>t—6), m@t)=(—2)(t—6)
9.62. (1) A()=(1-22(—77,  mlt) = (12t~
) AD=(-37 o =(-3)
© AW =(-2-4(=5, mt)=(@-2)(-4(-5)
9.68. Let 4 be the companion matrix [Example 9.12(b)] with last column: (a) [—8,—6,5]T, (b) [—4,—7,2,5}T
9.69. Hint: 4 is a root of h(t) = f(t) — g(t), where 4(f) = 0 or the degree of A(¢) is less than the degree of f(¢).
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Canonical Forms

10.1 Introduction

Let T be a linear operator on a vector space of finite dimension. As seen in Chapter 6, 7 may not have a
diagonal matrix representation. However, it is still possible to ‘‘simplify’’ the matrix representation of 7
in a number of ways. This is the main topic of this chapter. In particular, we obtain the primary
decomposition theorem, and the triangular, Jordan, and rational canonical forms.

We comment that the triangular and Jordan canonical forms exist for 7" if and only if the characteristic
polynomial A(z) of T has all its roots in the base field K. This is always true if K is the complex field C
but may not be true if K is the real field R.

We also introduce the idea of a quotient space. This is a very powerful tool, and it will be used in the
proof of the existence of the triangular and rational canonical forms.

10.2 Triangular Form

Let 7 be a linear operator on an n-dimensional vector space V. Suppose T can be represented by the
triangular matrix

a4 Ay
4= as A2y
a

Then the characteristic polynomial A(¢) of T is a product of linear factors; that is,
A(I) = det(t] —A) = (t — all)(t — a22) A (f _ ann)

The converse is also true and is an important theorem (proved in Problem 10.28).

THEOREM 10.1: Let 7:V — V be a linear operator whose characteristic polynomial factors into
linear polynomials. Then there exists a basis of V' in which 7T is represented by a
triangular matrix.

THEOREM 10.1:  (Alternative Form) Let 4 be a square matrix whose characteristic polynomial
factors into linear polynomials. Then A is similar to a triangular matrix—that is,
there exists an invertible matrix P such that P~'4P is triangular.

We say that an operator 7 can be brought into triangular form if it can be represented by a triangular

matrix. Note that in this case, the eigenvalues of T are precisely those entries appearing on the main
diagonal. We give an application of this remark.

—
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EXAMPLE 10.1 Let 4 be a square matrix over the complex field C. Suppose /A is an eigenvalue of 42. Show that
V7. or —\/2 is an eigenvalue of A4.
By Theorem 10.1, 4 and 4? are similar, respectively, to triangular matrices of the form

2
o T pyo ¥
* 2
B= o and B’ = 1
2
Ky Hy
Because similar matrices have the same eigenvalues, 4 = u? for some i. Hence, y; = Vi or u; = —+/ is an

eigenvalue of 4.

10.3 Invariance

Let T:V — V be linear. A subspace W of V is said to be invariant under T or T-invariant if T maps W
into itself—that is, if v € W implies T(v) € W. In this case, T restricted to /¥ defines a linear operator on
W; that is, T induces a linear operator 7:W — W defined by T'(w) = T'(w) for every w € W.

EXAMPLE 10.2

(a) Let T:R> — R? be the following linear operator, which rotates each vector v about the z-axis by an angle 0
(shown in Fig. 10-1):

T(x,y,z) = (xcos — ysinf, xsinf + ycosf, z)

z T(v)
EONN N .
T(w)

=
é
;\
S
<Y

Figure 10-1

Observe that each vector w = (a,b,0) in the xy-plane W remains in W under the mapping T; hence, W is
T-invariant. Observe also that the z-axis U is invariant under 7. Furthermore, the restriction of 7 to W rotates
each vector about the origin O, and the restriction of T to U is the identity mapping of U.

(b) Nonzero eigenvectors of a linear operator 7:/ — V' may be characterized as generators of T-invariant
one-dimensional subspaces. Suppose T(v) = Av, v#0. Then W = {kv, k € K}, the one-dimensional
subspace generated by v, is invariant under 7 because

T(kv) =kT(v) =k(lv) =kive W

Conversely, suppose dim U = 1 and u # 0 spans U, and U is invariant under 7. Then T'(u) € U and so T(u) is a
multiple of u—that is, T'(«) = pu. Hence, u is an eigenvector of T.

The next theorem (proved in Problem 10.3) gives us an important class of invariant subspaces.

THEOREM 10.2: Let 7:V — V be any linear operator, and let f(¢) be any polynomial. Then the
kernel of f(T) is invariant under T.

The notion of invariance is related to matrix representations (Problem 10.5) as follows.

THEOREM 10.3:  Suppose W is an invariant subspace of 7:/ — V. Then T has a block matrix repre-

. A B . . . L5
sentation { 0 C] , where A is a matrix representation of the restriction 7 of 7' to .
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10.4 Invariant Direct-Sum Decompositions

A vector space V is termed the direct sum of subspaces Wy, ..., W,, written
V=w oeWw,o..eW,

if every vector v € V' can be written uniquely in the form
V=W Fwy . W, with w; €W,

The following theorem (proved in Problem 10.7) holds.

THEOREM 10.4:  Suppose W, W,, ..., W, are subspaces of V, and suppose

BIZ{W117W127"'7W1n|}7 AR Br:{wrlﬂwl'Zv"'vwrn,}

are bases of W, W,, ..., W, respectively. Then V is the direct sum of the I¥; if and
only if the union B = B, U...UB, is a basis of V.

Now suppose T:V — V is linear and V is the direct sum of (nonzero) T-invariant subspaces
Wi, Wy, ..., W,; that is,

V=w,®...oW, ad TW)CW, i=1..r

Let 7; denote the restriction of 7" to W,. Then T is said to be decomposable into the operators T; or T is
said to be the direct sum of the T}, written T = T; @ ... ® T,. Also, the subspaces W, ..., W, are said to
reduce T or to form a T-invariant direct-sum decomposition of V.

Consider the special case where two subspaces U and W reduce an operator 7:V — V; say dim U = 2
and dim W = 3, and suppose {u;,u,} and {w,, w,, w;} are bases of U and W, respectively. If 7| and T,
denote the restrictions of 7' to U and W, respectively, then

Ty(wy) = byywy + bjyw, + by3w;

Ty(wy) = byywy + byywy + by3w;
Ty(w3) = byywy + byywy + byzw;

T\(u) = ajuy + au,
T\ (uy) = ayuy + apu,

Accordingly, the following matrices 4, B, M are the matrix representations of 7', 75, T, respectively,

by by by
A= {a“ a21]7 B= by by by, M = [g g}
hi2 biy by by

The block diagonal matrix M results from the fact that {u,, u,, w;, w,, w3} is a basis of V' (Theorem 10.4),
and that 7'(u;) = T (u;) and T(w;) = T, (w;).
A generalization of the above argument gives us the following theorem.

THEOREM 10.5:  Suppose 7:V — V is linear and suppose V is the direct sum of T-invariant
subspaces, say, W,,...,W,. If 4; is a matrix representation of the restriction of
T to W,, then T can be represented by the block diagonal matrix:

M - diag(Al,Az, e 7./4,‘)

10.5 Primary Decomposition

The following theorem shows that any operator 7:V — V' is decomposable into operators whose
minimum polynomials are powers of irreducible polynomials. This is the first step in obtaining a
canonical form for T.
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THEOREM 10.6:  (Primary Decomposition Theorem) Let 7:/ — V' be a linear operator with
minimal polynomial

m(t) = f,(0)" ()" - - £,(6)"

where the f;(¢) are distinct monic irreducible polynomials. Then ¥ is the direct sum

of T-invariant subspaces W, ..., W,, where W, is the kernel of £;(T)". Moreover,

f()" is the minimal polynomial of the restriction of T to W,.

The above polynomials f;(¢)" are relatively prime. Therefore, the above fundamental theorem
follows (Problem 10.11) from the next two theorems (proved in Problems 10.9 and 10.10, respectively).

THEOREM 10.7:  Suppose T:¥V — V is linear, and suppose f(t) = g(¢)h(¢) are polynomials such that
f(T) =0 and g(¢) and h(z) are relatively prime. Then V is the direct sum of the
T-invariant subspace U and W, where U = Ker g(T) and W = Ker 4(T).

THEOREM 10.8: In Theorem 10.7, if f(¢) is the minimal polynomial of 7 [and g(¢) and h(¢) are
monic], then g(¢) and A() are the minimal polynomials of the restrictions of 7' to U
and W, respectively.

We will also use the primary decomposition theorem to prove the following useful characterization of
diagonalizable operators (see Problem 10.12 for the proof).

THEOREM 10.9: A linear operator 7:V — V is diagonalizable if and only if its minimal polynomial
m(t) is a product of distinct linear polynomials.

THEOREM 10.9:  (Alternative Form) A matrix 4 is similar to a diagonal matrix if and only if its
minimal polynomial is a product of distinct linear polynomials.

EXAMPLE 10.3 Suppose 4 # I is a square matrix for which 4> = I. Determine whether or not A4 is similar to a
diagonal matrix if 4 is a matrix over: (i) the real field R, (ii) the complex field C.

Because 4> = I, 4 is a zero of the polynomial f(f) = — 1 = (¢t — 1)(2 + ¢ + 1). The minimal polynomial m(¢)
of A cannot be ¢ — 1, because A # I. Hence,

mit)=F+t+1 or  m(t)=r—1
Because neither polynomial is a product of linear polynomials over R, 4 is not diagonalizable over R. On the

other hand, each of the polynomials is a product of distinct linear polynomials over C. Hence, 4 is diagonalizable
over C.

10.6 Nilpotent Operators

A linear operator 7:V — V is termed nilpotent if T" = 0 for some positive integer n; we call k the index
of nilpotency of T if T¥ = 0 but T¥~! - 0. Analogously, a square matrix 4 is termed nilpotent if 4” = 0
for some positive integer n, and of index k& if 4* = 0 but 4*~! # 0. Clearly the minimum polynomial of a
nilpotent operator (matrix) of index k is m(¢) = #*; hence, 0 is its only eigenvalue.

EXAMPLE 10.4 The following two r-square matrices will be used throughout the chapter:

010 ... 0 O 1.0 ... 0 0
001 ... 0 0 0 21 ... 0 0

N=N(r)=| e, and  J(A) = |
0 00 0 1 0 00 21
0 00 0 0 0 00 0
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The first matrix N, called a Jordan nilpotent block, consists of 1’s above the diagonal (called the super-
diagonal), and 0’s elsewhere. It is a nilpotent matrix of index ». (The matrix N of order 1 is just the 1 x 1 zero
matrix [0].)

The second matrix J (1), called a Jordan block belonging to the eigenvalue A, consists of A’s on the diagonal, 1’s
on the superdiagonal, and 0’s elsewhere. Observe that

JA)=M+N
In fact, we will prove that any linear operator 7' can be decomposed into operators, each of which is the sum of a

scalar operator and a nilpotent operator.

The following (proved in Problem 10.16) is a fundamental result on nilpotent operators.

THEOREM 10.10: Let 7:V — V be a nilpotent operator of index k. Then T has a block diagonal
matrix representation in which each diagonal entry is a Jordan nilpotent block N.
There is at least one N of order &, and all other N are of orders < k. The number of
N of each possible order is uniquely determined by 7. The total number of N of all
orders is equal to the nullity of T.

The proof of Theorem 10.10 shows that the number of N of order i is equal to 2m; —m,, | — m;_y,
where m; is the nullity of 7°.

10.7 Jordan Canonical Form

An operator T can be put into Jordan canonical form if its characteristic and minimal polynomials factor
into linear polynomials. This is always true if K is the complex field C. In any case, we can always extend
the base field K to a field in which the characteristic and minimal polynomials do factor into linear
factors; thus, in a broad sense, every operator has a Jordan canonical form. Analogously, every matrix is
similar to a matrix in Jordan canonical form.

The following theorem (proved in Problem 10.18) describes the Jordan canonical form J of a linear
operator 7.

THEOREM 10.11:  Let T:V — V be a linear operator whose characteristic and minimal polynomials
are, respectively,

Aty =(t—=2)" - (t=2)" and m(@t)=(—2)" - (t=2)"

where the 4; are distinct scalars. Then 7 has a block diagonal matrix representa-
tion J in which each diagonal entry is a Jordan block .J; = J(4;). For each /;, the
corresponding J;; have the following properties:

(i) There is at least one J;; of order m;; all other J; are of order <m;.

(i) The sum of the orders of the J;; is n;.
(iii) The number of J;; equals the geometric multiplicity of /.
(iv) The number of J;; of each possible order is uniquely determined by 7.

EXAMPLE 10.5 Suppose the characteristic and minimal polynomials of an operator T are, respec-
tively,

A)=(t—2—=5)° and  m()=(t—2)7(—-5)°
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Then the Jordan canonical form of 7 is one of the following block diagonal matrices:
510 510
diag [(2) é], B H, 0 5 1 or diag [(2) ;_], 2], 2], [0 5 1
0 0 5 0 0 5

The first matrix occurs if 7 has two independent eigenvectors belonging to the eigenvalue 2; and the second matrix
occurs if 7 has three independent eigenvectors belonging to the eigenvalue 2.

10.8 Cyclic Subspaces

Let T be a linear operator on a vector space V' of finite dimension over K. Suppose v € V and v # 0. The
set of all vectors of the form f(7)(v), where f(¢) ranges over all polynomials over K, is a T-invariant
subspace of V called the T-cyclic subspace of V generated by v; we denote it by Z(v, T') and denote the
restriction of 7 to Z(v,T) by T,. By Problem 10.56, we could equivalently define Z(v,T) as the
intersection of all T-invariant subspaces of V' containing v.

Now consider the sequence

v, T(v), T*(v), T?(v),

of powers of T acting on v. Let k be the least integer such that 7%(v) is a linear combination of those
vectors that precede it in the sequence, say,

T*(v) = —a;_ T (v) — - — a;T(v) — agv
Then
m,(t) =t + a7+ Fagt +a
is the unique monic polynomial of lowest degree for which m,(T)(v) =0. We call m,(¢) the

T-annihilator of v and Z(v, T).

The following theorem (proved in Problem 10.29) holds.

THEOREM 10.12:  Let Z(v,T), T,, m,(t) be defined as above. Then
(i) Theset {v,T(v),...,T* ! (v)} is a basis of Z(v, T); hence, dim Z(v, T) = k.
(i) The minimal polynomial of T, is m,(t).

(iii)) The matrix representation of 7, in the above basis is just the companion

?

matrix C(m,) of m,(t); that is,

00 ... 0 —a
100 ... 0 —a
Cmy=|0 10 0 —a
00 0 0 —a ,
0 0 0 ——

10.9 Rational Canonical Form

In this section, we present the rational canonical form for a linear operator 7:/ — V. We emphasize that
this form exists even when the minimal polynomial cannot be factored into linear polynomials. (Recall
that this is not the case for the Jordan canonical form.)
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LEMMA 10.13: Let T:V — V be a linear operator whose minimal polynomial is /' (¢)", where f(¢) is a
monic irreducible polynomial. Then V is the direct sum

V:Z(UUT)EB'”EBZ(UHT)
of T-cyclic subspaces Z(v;, T) with corresponding 7-annihilators

foO", £ . ", n=n>n,>...>n,

Any other decomposition of V' into 7T-cyclic subspaces has the same number of
components and the same set of 7-annihilators.

We emphasize that the above lemma (proved in Problem 10.31) does not say that the vectors v; or
other T-cyclic subspaces Z(v;,T) are uniquely determined by 7, but it does say that the set of
T-annihilators is uniquely determined by 7. Thus, T has a unique block diagonal matrix representation:

M = diag(C,,C,,...,C,)
where the C; are companion matrices. In fact, the C; are the companion matrices of the polynomials f'(¢)".

Using the Primary Decomposition Theorem and Lemma 10.13, we obtain the following result.

THEOREM 10.14:  Let 7:V — V be a linear operator with minimal polynomial

m(t) = fi()" ()™ - fi(8)™

where the f;(¢) are distinct monic irreducible polynomials. Then 7" has a unique
block diagonal matrix representation:

M= diag(CH?ClZ?"'aClrla s '7Cvvav27"'7Cvrs)

where the C;; are companion matrices. In particular, the C;; are the companion
matrices of the polynomials f;(¢)"/, where

m1=n112n122-~~2n1r1, ey m >nS22"'>n

— ST

T

The above matrix representation of T is called its rational canonical form. The polynomials f;(¢)
are called the elementary divisors of T.

EXAMPLE 10.6 Let J be a vector space of dimension 8 over the rational field Q, and let T be a linear operator on
¥ whose minimal polynomial is

m(t) = f,(0)f,(1)° = (¢ — 48 + 61 — 4t — 7)(¢ — 3)?

Thus, because dim ¥ = 8, the characteristic polynomial A(z) = f,(¢) 2(¢)*. Also, the rational canonical form M of T
must have one block the companion matrix of f](¢) and one block the companion matrix of fz(t)z. There are two
possibilities:

(a) diag[C(r* — 42 + 62 —4t—7), C((t—3)%), C((t—3)%)]
(b) diag[C(£* — 48 + 612 — 4t —7), C((t—3)%), C(t—3),C(t—73)]

That is,
00 0 7 0 00 7
. 1 00 4 0 -9 0 -9 . 1 00 4 0 -9
0 0 1 4 0 0 1 4

10.10 Quotient Spaces

Let V' be a vector space over a field K and let 7 be a subspace of V. If v is any vector in V, we write
v+ W for the set of sums v+ w with w € W, that is,

v+ W={v+w:we W}
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These sets are called the cosets of W in V. We show (Problem 10.22) that these cosets partition V' into
mutually disjoint subsets.

EXAMPLE 10.7 Let W be the subspace of R? defined by

¥ v+ W
W ={(a,b):a = b},
that is, W is the line given by the equation x — y = 0. We can view v
v+ W as a translation of the line obtained by adding the vector v w

to each point in W. As shown in Fig. 10-2, the coset v + W is also
a line, and it is parallel to . Thus, the cosets of W in R? are

precisely all the lines parallel to .

0
In the following theorem, we use the cosets of a subspace
W of a vector space V to define a new vector space; it is
called the quotient space of V by W and is denoted by V'/W. Figure 10-2

THEOREM 10.15:  Let W be a subspace of a vector space over a field K. Then the cosets of W in V
form a vector space over K with the following operations of addition and scalar
multiplication:

i) u+w)+w+W)=w+v)+ W, (ii) k(u+ W) =ku+ W, where k € K

We note that, in the proof of Theorem 10.15 (Problem 10.24), it is first necessary to show that the
operations are well defined; that is, whenever u + W =o' + W and v+ W = ¢/ + W, then
i) u+v)+W=0+J)+W  and  (ii)ku+W =ki' + W forany k €K

In the case of an invariant subspace, we have the following useful result (proved in Problem 10.27).

THEOREM 10.16:  Suppose W is a subspace invariant under a linear operator 7:V — V. Then T
induces a linear operator 7 on V' /W defined by T(v+ W) = T(v) + W. Moreover,
if T is a zero of any polynomial, then so is 7. Thus, the minimal polynomial of T
divides the minimal polynomial of 7.

SOLVED PROBLEMS

Invariant Subspaces

10.1. Suppose T:V — V is linear. Show that each of the following is invariant under 7'
(@) {0}, (b) V, (c) kernel of 7, (d) image of T.
(a) We have T(0) = 0 € {0}; hence, {0} is invariant under 7.

(b) Forevery v eV, T(v) € V; hence, V is invariant under 7.

(¢c) Letu € KerT. Then T'(u) =0 € Ker T because the kernel of T is a subspace of V. Thus, Ker T is
invariant under T.

(d) Because T(v) € Im T for every v € V, it is certainly true when v € Im 7. Hence, the image of T is
invariant under 7.

10.2. Suppose {W;} is a collection of T-invariant subspaces of a vector space V. Show that the
intersection W = (), W; is also T-invariant.

Suppose v € W; then v € W; for every i. Because W; is T-invariant, T(v) € W; for every i. Thus,
T(v) € W and so W is T-invariant.
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10.3.

10.4.

10.5.

10.6.

Prove Theorem 10.2: Let T:V — V be linear. For any polynomial f(z), the kernel of f(T) is
invariant under 7.

Suppose v € Ker f(T)—that is, f(T)(v) = 0. We need to show that 7'(v) also belongs to the kernel of

f(T)—that is, f(T)(T(v)) = (f(T)o T)(v) =0. Because f(¢)t =1tf(t), we have f(T)o T =Tof(T).
Thus, as required,

(f(T)e T)(v) = (Tef(T))(v) = T(f(T)(v)) = T(0) = 0

2

Find all invariant subspaces of 4 = [1

=5 .
_2] viewed as an operator on R?.

By Problem 10.1, R? and {0} are invariant under 4. Now if 4 has any other invariant subspace, it must
be one-dimensional. However, the characteristic polynomial of 4 is

Alt) =2 —tr(d) t+ 4] =2 + 1

Hence, 4 has no eigenvalues (in R) and so 4 has no eigenvectors. But the one-dimensional invariant
subspaces correspond to the eigenvectors; thus, R? and {0} are the only subspaces invariant under 4.

Prove Theorem 10.3: Suppose W is T-invariant. Then 7 has a triangular block representation

0 C
We choose a basis {w;,...,w,} of W and extend it to a basis {w,,...,w,, v;,...,v,} of V. We have
T(wi) = T(wy) = aywy + -+ ap,w,
T(wy) = T(wy) = aywy + - + ayw,

A B . . . LA
[ ] , Where A4 is the matrix representation of the restriction 7" of 7 to W.

f(wr) = T(Wr) = aw + apW,
T(vy) = bywy + -+ byw, + vy + -+ e,
T(vy) = byywy + -+ byw, + c vy + - + 0
T(vx) = bslwl +- bsrwr + Cs1 V1 +-+ CssUs

But the matrix of 7 in this basis is the transpose of the matrix of coefficients in the above system of

equations (Section 6.2). Therefore, it has the form {Ig g} , where A4 is the transpose of the matrix of

coefficients for the obvious subsystem. By the same argument, 4 is the matrix of 7 relative to the basis {w;}

of W.

Let 7 denote the restriction of an operator 7 to an invariant subspace W. Prove

(a) For any polynomial £(¢), f(T)(w) =f(T)(w).
(b) The minimal polynomial of T divides the minimal polynomial of 7.

(a) Iff(r) =0 oriff(¢) is a constant (i.e., of degree 1), then the result clearly holds.
Assume deg f = n > 1 and that the result holds for polynomials of degree less than n. Suppose that

ft)=at" +a, "'+ +at+a,
Then F(TYw) = (@, T" + a,_T" " + - 4 apl) (w)
= (ay ") (T (W) + (ay o T+ -+ agl ) (w)
= (@, T"") (T (W) + (ay T + -+ apl)(w) = f(T)(w)
(b) Let m(t) denote the minimal polynomial of 7. Then by (a), m(T)(w) = m(T)(w) = 0(w) = 0 for

every w € W; that is, T is a zero of the polynomial m(¢). Hence, the minimal polynomial of 7' divides

m(t).
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Invariant Direct-Sum Decompositions

10.7.

10.8.

10.9.

Prove Theorem 10.4: Suppose W, W,, ..., W, are subspaces of V' with respective bases
BIZ{W117W127'--7W1n1}7 IR Br:{wrlawrb"'awmr}
Then V is the direct sum of the W; if and only if the union B = J; B; is a basis of V.

Suppose B is a basis of V. Then, for any v € V,

V=apwy +"'+a1nlwln| + -+ a, Wy +"'+arnrwm,, =w +W2++Wr
where w; = a;wy + -+ + a;, Wy, € W;. We next show that such a sum is unique. Suppose
v=w+wh+-+w, where Wi e W,
. . ,
Because {w;,...,w;, } is a basis of W, w; = b;yw;; +--- + b;, w;, , and so
U= bllwll et blnlwlnl + o+ brlwrl +oee +brnywrn,‘

Because B is a basis of V, a; = by, for each 7 and each j. Hence, w; = w/, and so the sum for v is unique.

Accordingly, ¥ is the direct sum of the ;.

Conversely, suppose V' is the direct sum of the W;. Then for any v € V, v =w; +--- + w,, where
w; € W;. Because {w; } is a basis of ,, each w; is a linear combination of the w;;, and so v is a linear
combination of the elements of B. Thus, B spans V. We now show that B is linearly independent. Suppose

anpwn +- 4+ alnlwlnl + -+ AW + - +arnrwrn,. =0
Note that a; w;; + - - - + a;, w;,, € W;. We also have that 0 = 0+ 0---0 € ;. Because such a sum for 0 is
unique,
agwy + - +ayw, =0 fori=1,...r

The independence of the bases {w;; } implies that all the a’s are 0. Thus, B is linearly independent and is a
basis of V.

Suppose T:V — V is linear and suppose T = T & T, with respect to a T-invariant direct-sum
decomposition V' = U & W. Show that

(a) m(¢) is the least common multiple of m,(¢) and m,(¢), where m(t), m,(t), m,(t) are the
minimum polynomials of 7', T}, T,, respectively.

(b) A(t) = A, (t)A,(t), where A(t), A (), A,(¢) are the characteristic polynomials of T, T}, T,
respectively.

(a) By Problem 10.6, each of m,(¢) and m,(¢) divides m(t). Now suppose f(¢) is a multiple of both m; (¢)
and m,(2), then f(T,)(U) =0 and f(T,)(W) =0. Let v € V, then v =u +wwithu € U and w € W.
Now

ST =fMu+f(Tw=f(T)u+f(T)w=0+0=0

That is, T is a zero of f(¢). Hence, m(t) divides f (), and so m(¢) is the least common multiple of m, (¢)
and m,(1). 4 0
(b) By Theorem 10.5, T has a matrix representation M = , where 4 and B are matrix representations
. . 0 B
of T, and T,, respectively. Then, as required,

tI —A 0

A(t):|tl—M|:‘ o g

‘ = |t — A||t] — B] = A (1)A,(2)

Prove Theorem 10.7: Suppose T:V — V is linear, and suppose f(¢) = g(¢)A(t) are polynomials
such that f(7) = 0 and g(¢) and A(¢) are relatively prime. Then V is the direct sum of the
T-invariant subspaces U and W where U = Ker g(T) and W = Ker h(T).
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Note first that U and W are T-invariant by Theorem 10.2. Now, because g(¢) and k(¢) are relatively
prime, there exist polynomials 7(¢) and s(¢) such that

r(t)g(t) +s(t)h(t) = 1
Hence, for the operator T, rT)g(T)+s(T)h(T) =1 (*)
Let v € V; then, by (*), v=r(T)g(T)v+s(T)h(T)v

But the first term in this sum belongs to W = Ker /(T), because
h(T)r(T)g(T)v=r(T)g(T)h(T)v=r(T)f (T)v=r(T)0v=0
Similarly, the second term belongs to U. Hence, V' is the sum of U and W.
To prove that V' = U & W, we must show that a sum v =u+w with u € U, w € W, is uniquely
determined by v. Applying the operator r(T)g(T) to v = u + w and using g(T)u = 0, we obtain
H(T)g(T)v = r(T)g(T)u+r(T)g(T)w = r(T)g(T)w
Also, applying (*) to w alone and using A(T)w = 0, we obtain
w=r(T)g(T)w+s(T)h(T)w = r(T)g(T)w

Both of the above formulas give us w = #(7)g(T)v, and so w is uniquely determined by v. Similarly u is
uniquely determined by v. Hence, V' = U & W, as required.

Prove Theorem 10.8: In Theorem 10.7 (Problem 10.9), if f(¢) is the minimal polynomial of T
(and g(¢) and A(t) are monic), then g(z) is the minimal polynomial of the restriction 7| of T to U
and /(¢) is the minimal polynomial of the restriction 7, of T to W.

Let m, (¢) and m,(¢) be the minimal polynomials of 7} and T, respectively. Note that g(7;) = 0 and
h(T,) = 0 because U = Ker g(T') and W = Ker 4(T). Thus,

m (t) divides g(t) and my(t) divides h(¢) (1)

By Problem 10.9, f(¢) is the least common multiple of m, () and m,(¢). But m,(¢) and m,(¢) are relatively
prime because g(#) and A(¢) are relatively prime. Accordingly, f(¢) = m,(t)m,(¢). We also have that
f(t) = g(¢t)h(¢). These two equations together with (1) and the fact that all the polynomials are monic imply
that g(¢) = m,(¢) and h(t) = m,(¢), as required.

Prove the Primary Decomposition Theorem 10.6: Let 7:V — V' be a linear operator with
minimal polynomial

m(t) = f1()" /()" . (D)

where the f;(#) are distinct monic irreducible polynomials. Then V' is the direct sum of T-
invariant subspaces W, ..., W, where W, is the kernel of £:(T)". Moreover, f;(¢)" is the minimal

polynomial of the restriction of T' to W,.

The proof'is by induction on r. The case r = 1 is trivial. Suppose that the theorem has been proved for
7 — 1. By Theorem 10.7, we can write V" as the direct sum of 7-invariant subspaces W, and V', where W, is
the kernel of f;(T)™ and where ¥, is the kernel of f,(T)™ ---£.(T)". By Theorem 10.8, the minimal
polynomials of the restrictions of T to W, and V; are f,(¢)"" and f,(¢)" - - -£.(¢)", respectively.

Denote the restriction of 7' to ¥; by 7). By the inductive hypothesis, ¥, is the direct sum of subspaces
W,, ..., W, such that W, is the kernel of £;(T})" and such that £;(¥)" is the minimal polynomial for the
restriction of 7} to W,. But the kernel of f,(T)", for i = 2,...,r is necessarily contained in ¥;, because
f:()" divides f;(¢)™ - - - £.(¢)". Thus, the kernel of £;(T)" is the same as the kernel of £;(7})", which is W;.
Also, the restriction of T to W, is the same as the restriction of 7} to W, (fori=2,...,r); hence, f:(t)" is
also the minimal polynomial for the restriction of 7 to W;. Thus, V=W, & W, @ - -- @ W, is the desired
decomposition of 7.

Prove Theorem 10.9: A linear operator 7:¥ — V has a diagonal matrix representation if and only
if its minimal polynomal m(¢) is a product of distinct linear polynomials.
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Suppose m(t) is a product of distinct linear polynomials, say,

m(t) = (1= A)(t = 2p) -~ (1 = 4,)
where the /; are distinct scalars. By the Primary Decomposition Theorem, V is the direct sum of subspaces
Wi, ..., W,., where W; = Ker(T — A,1). Thus, if v € W,, then (T — 2;/)(v) =0 or T(v) = A;v. In other
words, every vector in W, is an eigenvector belonging to the eigenvalue /;. By Theorem 10.4, the union of
bases for W,,..., W, is a basis of V. This basis consists of eigenvectors, and so 7T is diagonalizable.

Conversely, suppose T is diagonalizable (i.e., V' has a basis consisting of eigenvectors of 7). Let
Ay ..., /s be the distinct eigenvalues of 7. Then the operator
S(T) = (T = W) (T = Jp0) - - (T = A1)

maps each basis vector into 0. Thus, /(7) = 0, and hence, the minimal polynomial m(¢) of T divides the
polynomial

J@) == 2)(t = 4a) -~ (1 = 4T)

Accordingly, m(¢) is a product of distinct linear polynomials.

Nilpotent Operators, Jordan Canonical Form
10.13. Let 7:V be linear. Suppose, for v € ¥, T*(v) = 0 but T*~!(v) # 0. Prove
(a) The set S = {v, T(v),...,T""1(v)} is linearly independent.
(b) The subspace W generated by S is T-invariant.
(¢) The restriction 7' of T to W is nilpotent of index .
(d) Relative to the basis {T*!(v),...,T(v),v} of W, the matrix of T is the k-square Jordan
nilpotent block N, of index k (see Example 10.5).
(a) Suppose
av+a;T(v) + &, T*(v) + -+ a_ T (v) = 0 (*)

Applying T¥! to (*) and using T*(v) = 0, we obtain aT*~!(v) = 0; because TF!(v) #0, a = 0.
Now applying 7572 to (*) and using T*(v) = 0 and a = 0, we fiind @, T*~!(v) = 0; hence, a; = 0.
Next applying 7%73 to (*) and using 7%(v) = 0 and @ = @, = 0, we obtain a,7*~!(v) = 0; hence,
a, = 0. Continuing this process, we find that all the a’s are 0; hence, S is independent.

(b) Let v € W. Then
v=">bv+ b, T(v) + byT?(v) 4 --- 4+ by T (v)
Using T*(v) = 0, we have
T(v) = bT(v) + b, T*(v) + -+ b L, T ' (v) e W
Thus, W is T-invariant.
(c) By hypothesis, 7#(v) = 0. Hence, for i =0,...,k— 1,
™(T'(v)) = T"(v) = 0

That is, applying 7* to each generator of J¥, we obtain 0; hence, 7% = 0 and so 7 is nilpotent of index
at most k. On the other hand, 7%~!(v) = T*~!(v) # 0; hence, T is nilpotent of index exactly k.

(d) For the basis {T%"!(v), T*2(v),...,T(v), v} of W,

(T (v) = THw) =0

I(T2(v)) = T (v)

(T3 (v) = T*2(v)

7:(}.(.7;)3 ......... i T
7'(v) = T(v)

Hence, as required, the matrix of 7 in this basis is the k-square Jordan nilpotent block Nj.
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10.15.

10.16.

Let T:V — V be linear. Let U = Ker T" and W = Ker T'*!. Show that
@ UCW, (b) T(W)CU.
(@) Suppose u€U=KerT. Then Ti(u)=0 and so T'"'(u)=T(T'(x))=T(0)=0. Thus,
u € Ker T™*! = W, But this is true for every u € U; hence, U C W.
(b) Similarly, if w € W = Ker T'*!, then T"*!(w) = 0. Thus, T""!(w) = T/(T(w)) = T'(0) = 0 and so
(W) C U.
Let T:V be linear. Let X = Ker 72, Y = Ker T"~!, Z = Ker T". Therefore (Problem 10.14),
X CY C Z. Suppose
{uy,...,u}, {uy, ..., u, v, 05} {uy, oty Uy U W W, )
are bases of X, Y, Z, respectively. Show that
S=A{uy,...,u,, T(wy),...,T(w)}
is contained in Y and is linearly independent.

By Problem 10.14, T(Z) C Y, and hence S C Y. Now suppose S is linearly dependent. Then there
exists a relation
ajuy + -+ + au, + by T(wy) + -+ b,T(w,;) =0
where at least one coefficient is not zero. Furthermore, because {u;} is independent, at least one of the b,
must be nonzero. Transposing, we find

byT(wy) +---+b,T(w,) = —aju; — - —au, € X =Ker ">
Hence, T72(byT(wy) +---+b,T(w,)) =0
Thus, TN (bywy + -+ bw,) =0, andso  byw, +---+bw, €Y =Ker """

Because {u;, vj} generates Y, we obtain a relation among the u;, Vs Wy where one of the coefficients (i.e.,
one of the b) is not zero. This contradicts the fact that {u;, v;, w; } is independent. Hence, S must also be
independent.

Prove Theorem 10.10: Let 7:) — V be a nilpotent operator of index k. Then T has a unique
block diagonal matrix representation consisting of Jordan nilpotent blocks N. There is at least
one N of order &, and all other N are of orders <k. The total number of N of all orders is equal to
the nullity of 7.

Suppose dim ¥ = n. Let W, = Ker T, W, = Ker T?,..., W, = Ker T*. Let us set m; = dim W,, for
i=1,...,k Because T is of index k, W, = V and W, _, # V and so m;_; < m; = n. By Problem 10.14,

ngWzgng:V

Thus, by induction, we can choose a basis {u;,...,u,} of V' such that {u,,...,u, } is a basis of ;.
We now choose a new basis for V" with respect to which T has the desired form. It will be convenient
to label the members of this new basis by pairs of indices. We begin by setting

’U(Lk) = umk,lJrlv ’U(2, k) = umk,l+2> EERE U(mk — My, k) = umk
and setting
v(l,k—1) = Tu(l,k), v(2,k — 1) = Tv(2,k), e v(my —my_y,k — 1) = To(my, — my_,, k)
By the preceding problem,

Sy =A{u;...,u o(Lk=1),...,0(m —my_,k— 1)}

myg_p’

is a linearly independent subset of ¥,_,. We extend S, to a basis of W,_, by adjoining new elements (if
necessary), which we denote by

v(m —my_; + 1, k—1), v(my —m_y +2, k—1), ce v(m_; —my_y, k—1)
Next we set
o(l,k—2)=To(l,k—1), v(2,k—2) =Tv(2,k—1), ey
v(my_y —my_p,k —2) = Tv(m_y —my_p,k —1)
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Again by the preceding problem,
SZ = {ul, e 7umk—x7 U(l,k — 2), ey U(mk71 — mkiz,k — 2)}

is a linearly independent subset of W,_,, which we can extend to a basis of W,_, by adjoining elements

v(my_y —my_y + 1,k —2), v(my_y —my_y +2,k —2), NP v(my_y — my_3,k —2)

Continuing in this manner, we get a new basis for ¥, which for convenient reference we arrange as follows:

U(lak) "'7v(mk_mkfl7k)

o(lk=1), ... vlmy —m_,k—1) ... v(m_y —m_y,k—1)

U(I,Z), "'7v(mk_mkfl72)a "’7’U(mk71 _mk7272)7 "'7U(m2_m172)

1)(171)7 ...,U(n’lk—n'lk_“1)7 ...7'U(mk_1 _mk_Z,l), ...,U(l"’lz_n’ll,l)7 ...,'U(mhl)

The bottom row forms a basis of W, the bottom two rows form a basis of W,, and so forth. But what is
important for us is that 7' maps each vector into the vector immediately below it in the table or into O if the
vector is in the bottom row. That is,

. Joo,j—1) forj>1
To(i.j) = {0 for j=1

Now it is clear [see Problem 10.13(d)] that 7 will have the desired form if the wv(i,j) are ordered
lexicographically: beginning with v(1, 1) and moving up the first column to v(1, k), then jumping to v(2, 1)
and moving up the second column as far as possible.

Moreover, there will be exactly m;, — m;_, diagonal entries of order k. Also, there will be

(mp_y —my_y) — (my —my_y) = 2my_, —my; —m,_, diagonal entries of order k — 1
2my —my —mjy diagonal entries of order 2
2my — my diagonal entries of order 1
as can be read off directly from the table. In particular, because the numbers m,,...,m; are uniquely

determined by 7, the number of diagonal entries of each order is uniquely determined by 7. Finally, the
identity

my = (my —my_y) + 2my_y —my —my_y) + -+ 2my —my —my) + (2my — m,)

shows that the nullity m,; of T is the total number of diagonal entries of T.

01 1 01 01 1 0O
0 0 1 1 1 0 01 1 1
LetA=|0 0 0 O OfandB= |0 0 O 1 1|.Thereader can verify that 4 and B
0 00 0O 000 0O
000 0O 000 0O

are both nilpotent of index 3; that is, 4> = 0 but 42 # 0, and B> = 0 but B> # 0. Find the
nilpotent matrices M, and M} in canonical form that are similar to 4 and B, respectively.

Because 4 and B are nilpotent of index 3, M, and M must each contain a Jordan nilpotent block of
order 3, and none greater then 3. Note that rank(4) = 2 and rank(B) = 3, so nullity(4) =5 —2 =3 and
nullity(B) = 5 — 3 = 2. Thus, M, must contain three diagonal blocks, which must be one of order 3 and
two of order 1; and My must contain two diagonal blocks, which must be one of order 3 and one of order 2.
Namely,

01000 0100 0
00100 00100
M;=10 00 0 0 and  Mz=[0 0 0 0 0
00000 0000 1
00000 0000 O
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10.18. Prove Theorem 10.11 on the Jordan canonical form for an operator 7.

By the primary decomposition theorem, 7 is decomposable into operators Ti,...,T,; that is,
T=T,® - &T, where (t — 4,)™ is the minimal polynomial of T;. Thus, in particular,
(T, =A™ =0, ..., (T.— 11" =

Set N; =T; — AJ. Then, fori=1,...,r,
T, =N;+ 21, where N" =0

That is, 7; is the sum of the scalar operator 4,/ and a nilpotent operator N;, which is of index m; because
(t — 4;)!" is the minimal polynomial of 7.

Now, by Theorem 10.10 on nilpotent operators, we can choose a basis so that A, is in canonical form.
In this basis, 7; = N; + ;] is represented by a block diagonal matrix A; whose diagonal entries are the
matrices J;;. The direct sum J of the matrices M; is in Jordan canonical form and, by Theorem 10.5, is a
matrix representation of 7.

Last, we must show that the blocks J;; satisfy the required properties. Property (i) follows from the fact
that &V, is of index m;. Property (ii) is true because T and J have the same characteristic polynomial. Property
(iii) is true because the nullity of N; = T; — 4,/ is equal to the geometric multiplicity of the eigenvalue /;.
Property (iv) follows from the fact that the 7; and hence the N; are uniquely determined by 7.

10.19. Determine all possible Jordan canonical forms J for a linear operator T:) — V' whose
characteristic polynomial A(7) = (+ — 2)° and whose minimal polynomial m(r) = (¢ — 2)*.

J must be a 5 x 5 matrix, because A(¢) has degree 5, and all diagonal elements must be 2, because 2 is
the only eigenvalue. Moreover, because the exponent of # — 2 in m(¢) is 2, J must have one Jordan block of
order 2, and the others must be of order 2 or 1. Thus, there are only two possibilities:

J:diag([z ﬂ {2 ” [z]) or J:diag([z ;] 2, 2. [z])

10.20. Determine all possible Jordan canonical forms for a linear operator 7:¥ — V' whose character-
istic polynomial A(r) = (t — 2)*(r — 5)*. In each case, find the minimal polynomial m(z).

Because ¢ — 2 has exponent 3 in A(#), 2 must appear three times on the diagonal. Similarly, 5 must
appear twice. Thus, there are six possibilities:

2 1 2 1

(a) diag 2 1, [5 ” , (b) diag 2 1|, 8, B8
2 2

© dae( > 5] 2 [°3]) @ an(? 3] @l om),

© dag(i @ 2 |7 4]) @ desel BB

The exponent in the minimal polynomial m(¢) is equal to the size of the largest block. Thus,

@ m()=(t=2°(=57 () m@t)=(—=20>(1=3), (0 m@)=(—-2>(=5),
d m@t)=(-27(=5), (& mt)=(-2)(t=5> () mt)=({-2)(t-5)

Quotient Space and Triangular Form
10.21. Let W be a subspace of a vector space V. Show that the following are equivalent:
1 uev+ W, i) u—vew, (i) veu+ W

Suppose u € v+ W. Then there exists wy € W such that v =v+w, Hence, u—v=w, €W
Conversely, suppose u — v € W. Then u — v =w, where wy, € W. Hence, u = v+ wy, € v+ W. Thus,
(1) and (ii) are equivalent.

We also have u—ve Wiff — (u—v) =v—u € Wiffv €u+ W. Thus, (ii) and (iii) are also
equivalent.
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10.22.

10.23.

10.24.

10.25.

10.26.

Prove the following: The cosets of W in V partition V' into mutually disjoint sets. That is,
(a) Any two cosets u + W and v+ W are either identical or disjoint.
(b) Each v € V belongs to a coset; in fact, v € v+ W.

Furthermore, u + W = v+ W if and only if u — v € W, and so (v+w) + W = v+ W for any
we W

Let v € V. Because 0 € W, we have v = v+ 0 € v+ W, which proves (b).

Now suppose the cosets u + W and v+ W are not disjoint; say, the vector x belongs to both u + W

and v+ W. Then u —x € W and x — v € W. The proof of (a) is complete if we show that u + W = v+ W.
Let u 4+ w, be any element in the coset u + W. Because u — x, x — v, w, belongs to W,

(wt+wy) —v=@w—x)+x—v)+wyew
Thus, u + wy € v+ W, and hence the cost u + W is contained in the coset v + W. Similarly, v+ W is
contained in u + W, and sou+ W = v+ W.

The last statement follows from the fact that u + W = v+ W if and only if u € v+ W, and, by
Problem 10.21, this is equivalent to u — v € W.

Let W be the solution space of the homogeneous equation 2x + 3y 4+ 4z = 0. Describe the cosets
of W in R>.
W is a plane through the origin O = (0,0,0), and the cosets of W are the planes parallel to W.
Equivalently, the cosets of W are the solution sets of the family of equations
2x 4+ 3y +4z =k, keR
In fact, the coset v + W, where v = (a, b, ¢), is the solution set of the linear equation
2x+3y+4z=2a+3b+4c or 2x—a)+3(y—b)+4(z—¢c)=0

Suppose W is a subspace of a vector space V. Show that the operations in Theorem 10.15 are well
defined; namely, show that if u + W =u' + W and v+ W = v/ + W, then

(@ w+v)+wW=w+v)+WwW and (b) ku+W ="ki' +W forany k €K
(a) Because u+ W =u'+W and v+ W = + W, both u —u and v— v/ belong to W. But then
(w+v)—@W+v)=w—-u)+(v—2) € W Hence, (u+v)+W=>u+v)+ W

(b) Also, because u—u' € W implies k(u —u') € W, then ku— ki’ = k(u —u') € W; accordingly,
ku+ W =ki' +W.

Let 7 be a vector space and ¥ a subspace of V. Show that the natural map #: V' — V /W, defined
by n(v) = v+ W, is linear.
For any u, v € V and any k € K, we have
nu+v)=u+v+W=u+W+v+W=n()+n()
and nkv) =kv+ W =k(v+ W) = kn(v)

Accordingly, # is linear.

Let W be a subspace of a vector space V. Suppose {w,,...,w,} is a basis of # and the set of

cosets {vy,..., 0}, where o = v; + W, is a basis of the quotient space. Show that the set of

vectors B = {v,...,v,, w,...,w,} is a basis of V. Thus, dim V' = dim W + dim(V /W).
Suppose u € V. Because {7;} is a basis of V' /1,
Uu=u+W=av9 +av,+ -+ a,v
Hence, u = a,v; + - - + a,v, + w, where w € W. Since {w;} is a basis of W,
u=av +- - +av,+bw +---+bw,
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10.28.

Accordingly, B spans V.
We now show that B is linearly independent. Suppose

cv+---+cv, + dw +---+dw,. =0 (1)
Then b4ty =0=W

Because {9} is independent, the c’s are all 0. Substituting into (1), we find dyw; +--- +dw, =0.
Because {w;} is independent, the d’s are all 0. Thus, B is linearly independent and therefore a basis of V.

Prove Theorem 10.16: Suppose W is a subspace invariant under a linear operator 7:/ — V. Then
T induces a linear operator 7 on V /W defined by T(v+ W) = T(v) + W. Moreover, if T is a
zero of any polynomial, then so is 7. Thus, the minimal polynomial of T divides the minimal
polynomial of T.

We first show that T is well defined; that is, if u+ W = v+ W, then T(u+ W) = T(v+ W). If
u+ W =v+ W, then u — v € W, and, as W is T-invariant, T(u — v) = T(u) — T(v) € W. Accordingly,

Twu+w)=Tw)+W=Tw)+W=T(v+W)

as required. -
We next show that T is linear. We have

T((u+W)+w+W))=Tu+v+W)=Tu+v)+W="T(u)+T(v)+ W
Tw)+W+Tw)+W=Tu+Ww)+T(v+ W)

Furthermore,
Tk(u+W)) = T(ku+ W) = T(ku) + W = kT'(u) + W = k(T(u) + W) = kT (u+ W)
Thus, T is linear.
Now, for any coset u + W in V /W,
T2u+W)=T*u)+W =T(Tw))+W =T(T(w) + W) =T(T(u+W))=T*(u+ W)
Hence, 72 = T2. Similarly, 77 = T" for any n. Thus, for any polynomial
f@)=a,f"+---+ay=3 at
SO+ W) =f(T) )+ W = aT (u) + W =3 a(T'(u) + W)
=Y aT (u+ W)= aT (u+W)=(CaT)u+W)=f(T)(u+W)

and so f(T) = f(T). Accordingly, if T is a root of £ (¢) then f(T) = 0 = W = f(T); that is, T is also a root
of £(¢). The theorem is proved.

Prove Theorem 10.1: Let 7:/ — V be a linear operator whose characteristic polynomial factors
into linear polynomials. Then V" has a basis in which T is represented by a triangular matrix.

The proof is by induction on the dimension of V. If dim V' = 1, then every matrix representation of T’
is a 1 x 1 matrix, which is triangular.

Now suppose dim V' = n > 1 and that the theorem holds for spaces of dimension less than n. Because
the characteristic polynomial of 7 factors into linear polynomials, 7" has at least one eigenvalue and so at
least one nonzero eigenvector v, say T(v) = a;,v. Let W be the one-dimensional subspace spanned by v.
Set ¥/ = V/W. Then (Problem 10.26) dim ¥ = dim V — dim W = n — 1. Note also that W is invariant
under 7. By Theorem 10.16, T induces a linear operator 7 on ¥ whose minimal polynomial divides the
minimal polynomial of 7. Because the characteristic polynomial of T is a product of linear polynomials,
so is its minimal polynomial, and hence, so are the minimal and characteristic polynomials of 7. Thus, V/
and T satisfy the hypothesis of the theorem. Hence, by induction, there exists a basis {%,...,7,} of V
such that

() = axnv,

(U3) = a0, + az30

T(T}n) = anZT)n + an3l_}3 +- +ann1_)n
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Now let v,, ..., v, be elements of V' that belong to the cosets v,, .. ., v,, respectively. Then {v,v9,...,0,}
is a basis of ¥ (Problem 10.26). Because T(v,) = ay,7,, we have

T(v,) — ayy Uy, = 0, and so T(vy) —apv, € W

But W is spanned by v; hence, T(v,) — a,,v, is a multiple of v, say,

T(vy) — ay vy = ay v, and so T(vy) = ay v+ aypv,
Similarly, fori =3,...,n
T(v;) —apvy —apvy — -+ —a;v; €W, and so T(v;) = agv+apv, + - +a;,
Thus,
T(v) =apv

T(v;) = a3 v+ anv,
T(Un) = AV AUyt A, Y,

and hence the matrix of 7 in this basis is triangular.

Cyclic Subspaces, Rational Canonical Form

10.29. Prove Theorem 10.12: Let Z(v, T) be a T-cyclic subspace, T, the restriction of 7 to Z(v, T), and
m,(t) = t* + a,_,#*"' + .- + a, the T-annihilator of v. Then,

(i) The set {v, T(v),...,T*'(v)} is a basis of Z(v, T); hence, dim Z(v, T) = k.
(i) The minimal polynomial of T, is m,(t).
(iii) The matrix of 7, in the above basis is the companion matrix C = C(m,) of m,(¢) [which

has 1’s below the diagonal, the negative of the coefficients ay, a;, ..., a;,_; of m,(¢) in the
last column, and 0’s elsewhere].

(i) By definition of m,(¢), T*(v) is the first vector in the sequence v, T'(v), T?(v),... that, is a linear
combination of those vectors that precede it in the sequence; hence, the set B = {v, T(v), ..., T 1(v)} is
linearly independent. We now only have to show that Z(v, T') = L(B), the linear span of B. By the above,
T*(v) € L(B). We prove by induction that 7"(v) € L(B) for every n. Suppose n >k and
7" '(v) € L(B)—that is, 7" '(v) is a linear combination of w,...,T%'(v). Then
T"(v) = T(T""'(v)) is a linear combination of T(v),...,T*(v). But T*(v) € L(B); hence,
T"(v) € L(B) for every n. Consequently, f(T)(v)€ L(B) for any polynomial f(¢). Thus,
Z(v,T) = L(B), and so B is a basis, as claimed.

(ii) Suppose m(t) = £ + b,_1£~! + - - - + by, is the minimal polynomial of 7. Then, because v € Z(v, T),

0 =m(T,)(v) = m(T)(v) = T(v) + by T~ (v) + -+ + byv

Thus, T*(v) is a linear combination of v, T(v),...,T* !(v), and therefore k <s. However,
m,(T) =0 and so m,(T,) = 0. Then m(¢) divides m,(z), and so s < k. Accordingly, k = s and
hence m,(t) = m(¢).

o 7,(v) - T(v)
TU(T(v)) = TZ(U)
Tv(Tk—Z(U)): ............................................................................. Tk—l(v)
T,U(kal(’v)) = Tk(v) = —ayv—a;T(v) — a2T2(U) . ak—1Tk71(’U)

By definition, the matrix of 7, in this basis is the tranpose of the matrix of coefficients of the above
system of equations; hence, it is C, as required.

10.30. Let 7:V — V be linear. Let W be a T-invariant subspace of ¥ and T the induced operator on
V /W. Prove

(a) The T-annihilator of v € V divides the minimal polynomial of 7.
(b) The T-annihilator of o € V/W divides the minimal polynomial of 7.
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10.31.

(a) The T-annihilator of v € V is the minimal polynomial of the restriction of T to Z(wv, T); therefore, by
Problem 10.6, it divides the minimal polynomial of 7.

(b) The T-annihilator of ¥ € V/W divides the minimal polynomial of 7, which divides the minimal
polynomial of 7 by Theorem 10.16.

Remark: 1In the case where the minimum polynomial of 7'is f(¢)", where f(¢) is a monic irreducible
polynomial, then the T-annihilator of v € ¥ and the T-annihilator of ¥ € ¥ /W are of the form f ()", where
m < n.

Prove Lemma 10.13: Let 7:¥ — V be a linear operator whose minimal polynomial is f(¢)",

where f(¢) is a monic irreducible polynomial. Then V is the direct sum of T-cyclic subspaces
Z,=Z(v;,T), i=1,...,r, with corresponding T-annihilators

£ f@O" ) n=mn >n,>--->n,

Any other decomposition of 7 into the direct sum of 7-cyclic subspaces has the same number of
components and the same set of 7-annihilators.

The proof is by induction on the dimension of V. If dim V' = 1, then V is T-cyclic and the lemma
holds. Now suppose dim V7 > 1 and that the lemma holds for those vector spaces of dimension less than
that of V.

Because the minimal polynomial of T is /(¢)", there exists v, € V such that £(T)"~' (v,) # 0; hence,
the T-annihilator of v, is f(¢)". Let Z, = Z(v;, T) and recall that Z, is T-invariant. Let ¥ = V'/Z, and let T

be the linear operator on V' induced by 7. By Theorem 10.16, the minimal polynomial of T divides f (0"
hence, the hypothesis holds for 7 and T. Consequently, by induction, ¥ is the direct sum of T-cyclic
subspaces; say,

V=Z,T)& - &Z(%,T)
where the corresponding T-annihilators are f(¢)”, ... f(t)", n>n, > --- > n,.

We claim that there is a vector v, in the coset %, whose T-annihilator is f(¢)", the T-annihilator of v,.
Let w be any vector in o,. Then f(T)"™(w) € Z,. Hence, there exists a polynomial g(¢) for which

J(T)= (w) = g(T)(vy) (1)

Because f(¢)" is the minimal polynomial of T, we have, by (1),
0 =/(T)"(w) =f(T)""g(T)(v)

But £(¢)" is the T-annihilator of v;; hence, f(¢)" divides f(¢)" "g(t), and so g(t) = f(¢)"h(t) for some
polynomial 4(z). We set

v, =w—h(T)(v;)

Because w — v, = h(T)(v,) € Z;, v, also belongs to the coset v,. Thus, the T-annihilator of v, is a
multiple of the T-annihilator of %,. On the other hand, by (1),

J(I)2 (vy) =f(T)" (w = h(T)(vy)) = f(T)" (W) = g(T)(vy) =0

Consequently, the T-annihilator of v, is £(¢)"™, as claimed.
Similarly, there exist vectors vs,..., v, € V' such that v; € 7; and that the T-annihilator of v; is f(¢)",
the T-annihilator of 7;. We set

Z,=Z(v,,T), ..., Z =Z(v,T)

Let d denote the degree of f(7), so that f(r)" has degree dn;. Then, because f(¢)" is both the T-annihilator
of v; and the T-annihilator of ¥;, we know that

{Uz’7T(vi)w"denﬁl(Ui)} and {'Di'f(ﬁi)?"'?fdnﬁl(ﬁi)}

are bases for Z(v;, T) and Z(w;, T), respectively, for i =2,...,r. But V =Z(v,T) ® - ® Z(v,, T);
hence,

[y T (), By T (5}
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is a basis for V. Therefore, by Problem 10.26 and the relation T7(%) = T?(v) (see Problem 10.27),
(o1, T 0), 09y T (0)cy 0 T ()

is a basis for V. Thus, by Theorem 104, V =Z(v;,T) & --- & Z(v,, T), as required.

It remains to show that the exponents #,...,n, are uniquely determined by 7. Because
d = degree of f(1),
dimV =d(n +---+n,) and  dim Z; = dn;, i=1,...,r

Also, if s is any positive integer, then (Problem 10.59) f(T)°(Z;) is a cyclic subspace generated by
f(T)*(v;), and it has dimension d(n; — s) if n; > s and dimension 0 if n; < s.
Now any vector v € V' can be written uniquely in the form v =w; 4+ --- + w,, where w; € Z,.
Hence, any vector in f(7)°(V) can be written uniquely in the form

J(I) (0) =f(T) (i) + -+ (T) (w,)
where f(T) (w;) € £(T)*(Z,). Let ¢ be the integer, dependent on s, for which

n; > s, e n, > s, N =8
Then Iy ) =,1)Z) e af(T)(Z)
and so dim{ /() (V)] = d[(n — ) + -+ (n, — s)] (2)

The numbers on the left of (2) are uniquely determined by 7. Set s = n — 1, and (2) determines the number
of n; equal to n. Next set s = n — 2, and (2) determines the number of #; (if any) equal to n — 1. We repeat
the process until we set s = 0 and determine the number of »n; equal to 1. Thus, the n; are uniquely
determined by 7T and ¥, and the lemma is proved.

Let V' be a seven-dimensional vector space over R, and let 7:/ — V be a linear operator with
minimal polynomial m(r) = ( — 2t + 5)(t — 3)°. Find all possible rational canonical forms M
of T.

Because dim ¥ = 7, there are only two possible characteristic polynomials, A,(f) = (> — 2t + 5)2
(t—3)* or A1) = (# —2t+5)(t — 3)°. Moreover, the sum of the orders of the companion matrices
must add up to 7. Also, one companion matrix must be C(* — 27+ 5) and one must be C((r —3)°) =
C(8 — 9¢* + 27t — 27). Thus, M must be one of the following block diagonal matrices:

; 00 27
(a) diag ) _;, [(1) _2}, 1 0 =27 ,
] 01 9
L0 0 27
(b) diag| || _2, 10 —27], [(1) _z} ,
Plor o
1 o0 27
© dag( |0 [ |1 0 27/, Bl B
Polo1r o

Projections

10.33.

Suppose V = W, & --- & W,. The projection of V into its subspace W, is the mapping E: V — V
defined by E(v) = wy, where v = w; + -+ + w,, w; € W,. Show that (a) E is linear, (b) E?> = E.

(a) Because the sum v =w; +---+w,, w; € W is uniquely determined by v, the mapping E is well
defined. Suppose, foru € V, u = w| + --- +w., w; € W,. Then
vtu=(w +w)+-+ (w,+n) and  kv=rhkw + -+ kw,, kw,w, +w. €W,
are the unique sums corresponding to v + u and kv. Hence,
E(v+u)=w, +w, = E(v) + E(u) and  E(kv) = kwy, + kE(v)

and therefore F is linear.
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10.34.

10.35.

(b) We have that
w,=0+-4+0+w,+0+---+0

is the unique sum corresponding to w;, € W;; hence, E(w;) = wy. Then, for any v € V,
E*(v) = E(E(v)) = E(w,) = w; = E(v)
Thus, E? = E, as required.

Suppose E:V — V is linear and E* = E. Show that (a) E(u) = u for any u € Im E (i.e., the
restriction of E to its image is the identity mapping); (b) V is the direct sum of the image and
kernel of E:V = Im E & Ker E; (c) E is the projection of V' into Im E, its image. Thus, by the
preceding problem, a linear mapping T:V — V is a projection if and only if 72 = T; this
characterization of a projection is frequently used as its definition.

(a) If u € Im E, then there exists v € V for which E(v) = u; hence, as required,
E(u) = E(E(v)) = E*(v) = E(v) = u
(b) Let v € V. We can write v in the form v = E(v) + v — E(v). Now E(v) € Im E and, because
E(v—E(v)) = E(v) — E*(v) = E(v) — E(v) =0

v — E(v) € Ker E. Accordingly, V' =Im E + Ker E.

Now suppose w € Im ENKer E. By (i), E(w) =w because w € Im E. On the other hand,
E(w) =0 because w € Ker E. Thus, w=0, and so Im ENKer E = {0}. These two conditions
imply that V' is the direct sum of the image and kernel of E.

(¢c) Let v € V and suppose v = u + w, where u € Im E and w € Ker E. Note that E(u) = u by (i), and
E(w) = 0 because w € Ker E. Hence,

E(v)=Eu+w)=Eu)+EWw)=u+0=u

That is, E is the projection of V' into its image.

Suppose V' = U & W and suppose T:V — V is linear. Show that U and W are both T-invariant if
and only if TE = ET, where E is the projection of V' into U.

Observe that E(v) € U for every v € V, and that (i) E(v) = viff v € U, (ii) E(v) = 0iff v € W.
Suppose ET = TE. Let u € U. Because E(u) = u,

T(u) = T(E(w)) = (TE)(u) = (ET)(u) = E(T(u)) € U

Hence, U is T-invariant. Now let w € W. Because E(w) = 0,
E(T(w)) = (ET)(w) = (TE)(w) = T(E(w)) = T(0) =0, and so T(w)yew

Hence, W is also T-invariant.
Conversely, suppose U and W are both T-invariant. Let v € V' and suppose v = u + w, where u € T
and w € W. Then T(u) € U and T(w) € W; hence, E(T(u)) = T(u) and E(T(w)) = 0. Thus,

(ET)(v) = (ET)(u+w) = (ET)(u) + (ET)(w) = E(T(u)) + E(T(w)) = T(u)
and (TE)(v) = (TE)(u+w) = T(E(u +w)) = T(u)

That is, (ET)(v) = (TE)(v) for every v € V; therefore, ET = TE, as required.

SUPPLEMENTARY PROBLEMS

Invariant Subspaces

10.36.

10.37.

Suppose W is invariant under 7:¥ — V. Show that W is invariant under f(T) for any polynomial f'(¢).

Show that every subspace of V' is invariant under / and 0, the identity and zero operators.
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10.38.

10.39.

10.40.

10.41.

10.42.

Let W be invariant under 7}: V' — V and 7,: V' — V. Prove W is also invariant under 7;, + 7, and 7, 7.
Let 7:7 — V be linear. Prove that any eigenspace, £, is T-invariant.

Let ¥ be a vector space of odd dimension (greater than 1) over the real field R. Show that any linear
operator on ¥ has an invariant subspace other than ¥ or {0}.

2

Determine the invariant subspace of 4 = [ p

:ﬂ viewed as a linear operator on (a) R?, (b) C2.

Suppose dim V' = n. Show that T:)" — V" has a triangular matrix representation if and only if there exist
T-invariant subspaces W, C W, C --- C W, =V for whichdim W, =k, k=1,...,n.

Invariant Direct Sums

10.43.

10.44.

10.45.

10.46.

The subspaces W,,..., W, are said to be independent if w, 4 ---+w, =0, w; € W,, implies that each
w; = 0. Show that span(W;) = W, @ --- @ W, if and only if the W, are independent. [Here span(W;)

denotes the linear span of the W,.]

Show that V=W, &---®W, if and only if (i) V =span(W;) and (ii)) for k=1,2,...,r,
Wkmspan(le--'vWk—17Wk+17"'7Wr):{O}'

Show that span(W;) = W, & - -- & W, if and only if dim [span(W;)] = dim W, + - -- + dim W,.

Suppose the characteristic polynomial of T:V — V is A(¢) = £,(8)" £, ()" - - - £.(£)", where the f;(¢) are
distinct monic irreducible polynomials. Let V' = W, & - - - & W, be the primary decomposition of V' into 7-
invariant subspaces. Show that f;(¢)" is the characteristic polynomial of the restriction of 7 to W,.

Nilpotent Operators

10.47.

10.48.

10.49.

10.50.

10.51.

Suppose 7, and T, are nilpotent operators that commute (i.e., 7,7, = 7,T}). Show that 7, + 7, and 7,7,
are also nilpotent.

Suppose 4 is a supertriangular matrix (i.e., all entries on and below the main diagonal are 0). Show that 4 is
nilpotent.

Let V be the vector space of polynomials of degree <n. Show that the derivative operator on V is nilpotent
of index n + 1.

Show that any Jordan nilpotent block matrix N is similar to its transpose N7 (the matrix with 1’s below the
diagonal and 0’s elsewhere).

Show that two nilpotent matrices of order 3 are similar if and only if they have the same index of
nilpotency. Show by example that the statement is not true for nilpotent matrices of order 4.

Jordan Canonical Form

10.52.

10.53.

10.54.

10.55.

Find all possible Jordan canonical forms for those matrices whose characteristic polynomial A(¢) and
minimal polynomial m(¢) are as follows:

@ A@r) = (t—=2)"(t=3)", m() = (t—2)°(¢ - 3)%,
b)) AM)=(t—7), m(t)= (-7 (&) Alt)=(t-2), m(t)=(t-2)°

Show that every complex matrix is similar to its transpose. (Hint: Use its Jordan canonical form.)
Show that all n x n complex matrices 4 for which A” = I but 4; # I for k < n are similar.

Suppose 4 is a complex matrix with only real eigenvalues. Show that 4 is similar to a matrix with only real
entries.
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Cyclic Subspaces

10.56. Suppose T:V — V is linear. Prove that Z(v, T) is the intersection of all T-invariant subspaces containing v.

10.57. Let f(f) and g(¢) be the T-annihilators of u and v, respectively. Show that if /(¢) and g(¢) are relatively
prime, then f(¢)g(¢) is the T-annihilator of u + .

10.58. Prove that Z(u, T) = Z(v, T) if and only if g(T)(u) = v where g(¢) is relatively prime to the 7-annihilator of
u.

10.59. Let W = Z(v,T), and suppose the T-annihilator of v is f'(¢)", where f(¢) is a monic irreducible polynomial
of degree d. Show that f(T)*(W) is a cyclic subspace generated by f(T)°(v) and that it has dimension
d(n —s) if n > s and dimension 0 if n <.

Rational Canonical Form

10.60. Find all possible rational forms for a 6 x 6 matrix over R with minimal polynomial:
@ m(t)=(2=2+3)(+1)% (b) m()=(t—2)".

10.61. LetA be a4 x 4 matrix with minimal polynomial m(¢) = (¢ 4 1)(¢> — 3). Find the rational canonical form
for 4 if A is a matrix over (a) the rational field Q, (b) the real field R, (c) the complex field C.

10.62. Find the rational canonical form for the four-square Jordan block with A’s on the diagonal.
10.63. Prove that the characteristic polynomial of an operator 7:7 — V is a product of its elementary divisors.
10.64. Prove that two 3 x 3 matrices with the same minimal and characteristic polynomials are similar.
10.65. Let C(f(z)) denote the companion matrix to an arbitrary polynomial f(z). Show that f(¢) is the
characteristic polynomial of C( f(¢)).
Projections
10.66. Suppose V =W, @---@ W,. Let E; denote the projection of V into W;. Prove (i) EE; =0, i #;
) I=E +---+E,.
10.67. Let E|,...,E, be linear operators on V" such that
(i) E? = E, (i.e., the E, are projections); (ii) EE =0,i#j; (ii)l=E +--+E

r

Prove that V =ImE, & --- & ImE,.

10.68. Suppose E:V — V is a projection (i.e., E2 = E). Prove that E has a matrix representation of the form

[16 8] , where 7 is the rank of £ and /, is the r-square identity matrix.

10.69. Prove that any two projections of the same rank are similar. (Hint: Use the result of Problem 10.68.)

10.70. Suppose E:V — V is a projection. Prove

(1) I — E is a projection and V¥ =Im E® Im (I — E), (ii) [ + E is invertible (if 1 + 1 # 0).
Quotient Spaces
10.71. Let ¥ be a subspace of V. Suppose the set of cosets {v, + W, v, + W, ..., v,+ W}in V /W is linearly

independent. Show that the set of vectors {v, v,,...,v,} in V is also linearly independent.

10.72. Let W be a substance of V. Suppose the set of vectors {u;,u,,...,u,} in V is linearly independent, and that
L(u;) N W = {0}. Show that the set of cosets {u; +W, ..., u,+W} in V/W is also linearly
independent.
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10.73.

10.74.

10.75.

10.76.

10.77.

10.78.

Suppose V' = U @ W and that {u,,...,u,} is a basis of U. Show that {u; + W, ..., u,+ W} is a basis
of the quotient spaces ¥ /W. (Observe that no condition is placed on the dimensionality of ¥ or W.)

Let W be the solution space of the linear equation
aix; +ax, +---+ax, =0, a; €K

and let v = (b, b,,...,b,) € K". Prove that the coset v+ W of W in K" is the solution set of the linear
equation

a\x, +ayx, + -+ +a,x, =b, where b=ab,+---+a,b,

Let V be the vector space of polynomials over R and let ¥ be the subspace of polynomials divisible by #*
(i.e., of the form ayt* + a,;° 4 - - + a,_4¢"). Show that the quotient space ¥ /W has dimension 4.

Let U and W be subspaces of V" such that W C U C V. Note that any coset u + W of W in U may also be
viewed as a coset of W in V, because u € U implies u € V; hence, U/W is a subset of V/W. Prove that
(i) U/W is a subspace of V /W, (i) dim(V /W) — dim(U/W) = dim(V /U).

Let U and W be subspaces of V. Show that the cosets of U N W in V can be obtained by intersecting each of
the cosets of U in V' by each of the cosets of Win V:

viiunw)={v+U)NnK +W):v,v €V}

Let T:V — V' be linear with kernel W and image U. Show that the quotient Vv

space V' /W is isomorphic to U under the mapping 0:V /W — U defined by T

O(v+ W) = T(v). Furthermore, show that 7= ic Qo n, where n:V — V/W 7

is the natural mapping of V into V/W (i.e., n(v) = v+ W), and i:U — V' is

the inclusion mapping (i.e., i(u) = u). (See diagram.) VIW e U ——V

ANSWERS TO SUPPLEMENTARY PROBLEMS

10.41.

10.52.

10.60.

10.61.

10.62.

(@ R?and {0}, (b) C? {0}, W, =span(2, 1 —2i), W, =span(2, 1+ 2i)

R R
o ae(|” 3|75 m) (]3] onomom):

(c) Let M, denote a Jordan block with 4 =2 and order k. Then diag(M;, M5, M,), diag(M;, M,, M,),
diag(M3, M,, M\, M,), diag(M5, M|, M, M, M,)

0 0 8
LetAf{ - } ﬁ’ :;] cC=1|1 0 —-12, D:ﬁ _ﬂ.
0 1 6
(a) diag(4,4,B),diag(4, B, B),diag(4,B,—1,—1); (b) diag(C,C),diag(C,D,2),diag(C,2,2,2)
0 -1 0 3
ea=0 1], 520 3]
(a) diag(4,B), (b) diag(4,v3,-v3), (¢) diag(i,—i,V3,-3)

Companion matrix with the last column [—if‘, 472, —6)2, 4Z}T



Linear Functionals
and the Dual Space

11.1 Introduction

In this chapter, we study linear mappings from a vector space V into its field K of scalars. (Unless
otherwise stated or implied, we view K as a vector space over itself.) Naturally all the theorems and
results for arbitrary mappings on V' hold for this special case. However, we treat these mappings
separately because of their fundamental importance and because the special relationship of V' to K gives
rise to new notions and results that do not apply in the general case.

11.2 Linear Functionals and the Dual Space

Let V be a vector space over a field K. A mapping ¢:V — K is termed a linear functional (or linear form)
if, for every u, v € V and every a, b, € K,

¢(au + bv) = ad(u) + bp(v)

In other words, a linear functional on ¥V is a linear mapping from V into K.

EXAMPLE 11.1

(a) Letm;:K" — K be the ith projection mapping; that is, 7;(a;, a,, . . . a,) = a;. Then 7; is linear and so it is a linear
functional on K".

(b) Let V be tllle vector space of polynomials in ¢ over R. Let J:/ — R be the integral operator defined by
J(p(1)) = [, p(1) dt. Recall that J is linear; and hence, it is a linear functional on V.

(c) Let V be the vector space of n-square matrices over K. Let 7:V — K be the trace mapping
T(A) =dap +a22+"’+ann7 where A= [aU]

That is, T assigns to a matrix 4 the sum of its diagonal elements. This map is linear (Problem 11.24), and so it is

a linear functional on V.

By Theorem 5.10, the set of linear functionals on a vector space V over a field K is also a vector
space over K, with addition and scalar multiplication defined by

(¢+0)(v) =d(v) +o(v) and  (k)(v) = kp(v)

where ¢ and o are linear functionals on V' and k € K. This space is called the dual space of V and is
denoted by V'*.

EXAMPLE 11.2 Let ) = K", the vector space of n-tuples, which we write as column vectors. Then the dual space V' * can
be identified with the space of row vectors. In particular, any linear functional ¢ = (ay, ..., a,) in V'* has the representation

¢(XI,X2,. . ,xn) = {al,az,.. . ,an][X2,xZ,...,xn]T = al.xl +a2x2 + s +anxn

Historically, the formal expression on the right was termed a linear form.

— >
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11.3 Dual Basis

Suppose V' is a vector space of dimension z over K. By Theorem 5.11, the dimension of the dual space V'*
is also n (because K is of dimension 1 over itself). In fact, each basis of V' determines a basis of V'* as
follows (see Problem 11.3 for the proof).

THEOREM 11.1:  Suppose {v,,...,v,} is a basis of V over K. Let ¢,,...,¢, € V* be the linear
functionals as defined by

. 1 ifi=y
¢,~(vj)—5ij—{o if i)
Then {¢,,...,¢,} is a basis of V*.

The above basis {¢,} is termed the basis dual to {v,;} or the dual basis. The above formula, which
uses the Kronecker delta d,, is a short way of writing
di(v) =1, ¢1(v) =0, ¢1(v3) =0, ..., ¢(v,) =
$y(v1) =0, ¢y(va) =1, ¢y(v3) =0, ..., y(v,) =

¢n(1)]) = 07 ¢n(U2) = 07 R ¢n(vn71) = 07 ¢n(vn) =1
By Theorem 5.2, these linear mappings ¢, are unique and well defined.

EXAMPLE 11.3 Consider the basis {v; = (2,1), v, = (3,1)} of R%. Find the dual basis {¢,, $,}.
We seek linear functionals ¢, (x,y) = ax + by and ¢,(x,y) = cx + dy such that

d)l(vl) = 17 (:bl(UZ) = 0) ¢2(U2) = 07 ¢2(U2) =1

These four conditions lead to the following two systems of linear equations:
¢1(”1):¢1(231>:20+b:1} and ¢2(U1):¢2(271):2C+d:0}
¢1(vy) =¢1(3,1) =3a+b=0 ¢y (vy) = ¢,(3,1) =3c+d =1

The solutions yield @ = —1, b =3 and ¢ = 1, d = —2. Hence, ¢,(x,y) = —x + 3y and ¢, (x,y) = x — 2y form the
dual basis.

The next two theorems (proved in Problems 11.4 and 11.5, respectively) give relationships between
bases and their duals.

THEOREM 11.2:  Let {v,...,v,} be a basis of V and let {¢,,...,¢,} be the dual basis in V*. Then

(i) Forany vectoru € V, u= ¢, (u)v; + ¢ (u)vy + -+ + ¢, (u)v,
(ii) For any linear functional ¢ € V*, o =a(v;)¢, + a(v,)p, + -+ + a(v,)P,.

THEOREM 11.3:  Let {v;,...,v,} and {w,,...,w,} be bases of V and let {¢,,...,¢,} and
{01,...,0,} be the bases of V* dual to {v;} and {w;}, resjpectlvely Suppose Pis
the change-of-basis matrix from {v;} to {w;}. Then (P is the change-of-basis
matrix from {¢;} to {o;}.

11.4 Second Dual Space

We repeat: Every vector space V has a dual space V*, which consists of all the linear functionals on V.
Thus, V'* has a dual space V**, called the second dual of V, which consists of all the linear functionals
on V*,

We now show that each v € V determines a specific element © € V**. First, for any ¢ € V'*, we define

o(¢) = ¢(v)
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It remains to be shown that this map ©:/* — K is linear. For any scalars a,b € K and any linear
functionals ¢, g € V'*, we have

v(ap + ba) = (ap + bo)(v) = adp(v) + ba(v) = av(¢p) + b (o)

That is, v is linear and so v € V**. The following theorem (proved in Problem 12.7) holds.

THEOREM 11.4:  If J has finite dimensions, then the mapping v +— ¢ is an isomorphism of V'
onto J**

The above mapping v +— ¥ is called the natural mapping of V into V**. We emphasize that this
mapping is never onto V** if V is not finite-dimensional. However, it is always linear, and moreover, it is
always one-to-one.

Now suppose V does have finite dimension. By Theorem 11.4, the natural mapping determines an
isomorphism between V' and V**. Unless otherwise stated, we will identify V' with V** by this
mapping. Accordingly, we will view V" as the space of linear functionals on V'* and write V' = V**. We
remark that if {¢,} is the basis of V'* dual to a basis {v;} of ¥, then {v,} is the basis of V** =V that is
dual to {¢,}.

11.5 Annihilators

Let W be a subset (not necessarily a subspace) of a vector space V. A linear functional ¢ € V* is called
an annihilator of W if ¢(w) = 0 for every w € W—that is, if ¢(W) = {0}. We show that the set of all
such mappings, denoted by W and called the annihilator of W, is a subspace of V*. Clearly, 0 € W°.
Now suppose ¢, € WP, Then, for any scalars a, b, € K and for any w € W,

(ap + bo)(w) = ap(w) + ba(w) = a0 + b0 =0

Thus, a¢ + b € WP, and so W is a subspace of V'*.
In the case that I is a subspace of ¥, we have the following relationship between W and its annihilator
WY (see Problem 11.11 for the proof).

THEOREM 11.5:  Suppose V' has finite dimension and W is a subspace of V. Then
(i) dim W 4+ dim W° =dim¥  and (i) W =W

Here W% = {v € V:¢p(v) = 0 for every ¢ € WO} or, equivalently, W% = (W°)°, where W™ is viewed
as a subspace of V' under the identification of V" and V**.

11.6 Transpose of a Linear Mapping

Let T:V — U be an arbitrary linear mapping from a vector space V into a vector space U. Now for any
linear functional ¢ € U¥*, the composition ¢ o T is a linear mapping from V into K:

Vv U K
That is, ¢ o T € V*. Thus, the correspondence
o= ¢poT

is a mapping from U* into V*; we denote it by T’ and call it the transpose of 7. In other words,
T':U* — V* is defined by

T'(#)=¢oT
Thus, (7'(¢))(v) = ¢(T(v)) for every v € V.
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THEOREM 11.6:  The transpose mapping 7" defined above is linear.

Proof.  For any scalars a,b € K and any linear functionals ¢,0 € U*,
T'(ad + bo) = (ap + bo)o T =a(po T)+b(ge T) = aT'(¢p) + bT' (o)

That is, 7" is linear, as claimed.

We emphasize that if 7 is a linear mapping from ¥ into U, then T’ is a linear mapping from U* into
V*. The same ‘‘transpose”’ for the mapping 7* no doubt derives from the following theorem (proved in
Problem 11.16).

THEOREM 11.7:  Let 7:V — U be linear, and let 4 be the matrix representation of 7 relative to bases
{v;} of V and {;} of U. Then the transpose matrix 47 is the matrix representation of
T":U* — V* relative to the bases dual to {u;} and {v;}.

SOLVED PROBLEMS

Dual Spaces and Dual Bases

11.1. Find the basis {¢,, ¢,, ¢;} that is dual to the following basis of R:
{Ul = (17 _173)7 Uy = (07 17 _1)7 U3 = (0737 _2)}

The linear functionals may be expressed in the form
¢y (x,3,2) = a;x + ary + asz, $r(x,3,2) = bix + byy + bsz, $3(x,y,2) = crx + ey + c3z

By definition of the dual basis, ¢;(v;) = 0 for i # j, but ¢,(v;) =1 for i = .
We find ¢, by setting ¢,(v;) =1, ¢,(v,) =0, ¢,(v;) =0. This yields

0 (1,-1,3) =a; —ay, +3a; =1, $,(0,1,—-1) =a, —a; =0, $,(0,3,-2) =3a, —2a; =0

Solving the system of equations yields a; = 1, a, =0, a3 = 0. Thus, ¢, (x,y,z) = x.
We find ¢, by setting ¢,(v;) =0, ¢,(v,) =1, ¢,(v;) =0. This yields

¢2(17_173):b1_b2+3b3:0a ¢2(0717_1):b2_b3:17 ¢2(0a37_2):3b2_2b320

Solving the system of equations yields b, = 7, b, = —2, a; = —3. Thus, ¢,(x,y,z) = 7x — 2y — 3z.
We find ¢ by setting ¢5(v;) =0, ¢5(v,) =0, ¢5(v;) = 1. This yields
¢s(1,—1,3) =c; — ¢, +3¢; =0, ¢5(0,1,—1) =c¢, —c3 =0, ¢+(0,3,-2) =3¢, —2¢; =1

Solving the system of equations yields ¢, = =2, ¢, = 1, ¢; = 1. Thus, ¢5(x,y,z) = —2x+y +z.

11.2. Let V = {a+ bt:a,b € R}, the vector space of real polynomials of degree < 1. Find the basis
{v;,v,} of V that is dual to the basis {¢,, ¢,} of V'* defined by

2

1
P1(S(1) = [ FOd and  $y(f(1) = [ f(0) di

Jo Jo
Let v; = a + bt and v, = ¢ + dt. By definition of the dual basis,

¢y(vy) =1, ¢1(v2) =0 and $>(vy) =0, ¢i(”j) =1
Thus,
Oy (v) = Jy(a+bt)ydt=a+1b=1 Gy (0)) = Jy(c+di)dt =c+1d=0
by (vy) = [3(a + br) dt:2a+2b=0} and b () = [ (c+dr) dt =2¢+2d = 1}

Solving each system yields a =2, b=-2andc=—3, d=1.Thus, {v;, =221, v, =—3+1}1is

2’
the basis of V' that is dual to {¢, ¢,}.
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11.3.

11.4.

11.5.

Prove Theorem 11.1: Suppose {v;,...,v,} is a basis of V over K. Let ¢,,...,¢, € V* be
defined by ¢,(v;) = 0 for i # j, but ¢;(v;) = 1 for i =j. Then {$,...,,} is a basis of V'*.

We first show that {¢,,...,¢,} spans V*. Let ¢ be an arbitrary element of V'*, and suppose
d)(vl) :k17 ¢(U2) :kZ’ L) ¢(Un) :kn
Set o =ki¢p, +---+k,p,. Then

o(v) = (ki + -+ k) (v1) = ki (v1) + kapy (v)) + - + K, 0, (vy)
=k 14k -0+ +k 0=k

Similarly, fori =2,...,n,
o(v;) = (ki + -+ k) (v) = ki (v) + - + ki (v) + - + ki, (v;) = &
Thus, ¢(v;) =0(v;) for i=1,...,n. Because ¢ and o agree on the basis vectors,
¢=0=kdo, + - +k,p, Accordingly, {¢,,...,¢,} spans V*.
It remains to be shown that {¢,,...,¢,} is linearly independent. Suppose

ay +ayp, + -+ a,p, =0
Applying both sides to v;, we obtain
0=0(v)) = (1) + - +a,$,)(v)) = @y (v1) + @y, (v1) + -+ + a,9,(v))
=a-14+a,-04+---+a,-0=aq
Similarly, fori =2,...,n,
0=0(v) = (@1) +--- +a,¢,)(v) = a1y (v;) + - + @, (v) + -+ + a,0,(v;) = @

That is, a; =0,...,a, = 0. Hence, {¢,,...,¢,} is linearly independent, and so it is a basis of V'*.

Prove Theorem 11.2: Let {v,,...,v,} be a basis of  and let {¢,,...,¢,} be the dual basis in
V* Forany u € Vand any 0 € V¥, () u=>_ ¢;(u)v;. (i) o =), d(v;);
Suppose
U=apv;+av+ -+ a,v, (1)
Then
¢1(u) = a1y (v) + @y (vy) + -+ +a,¢1(v,) =a, - 1 +a- 0+~ +a, 0=aq
Similarly, fori =2,...,n,
¢i(u) = ay¢;(vi) + -+ adi(v;) + -+ a,$;(v,) = a;
(

That is, ¢,(u) = a;, ¢,(u) = a,,...,d,(u) = a,. Substituting these results into (1), we obtain (i).
Next we prove (ii). Applying the linear functional ¢ to both sides of (i),

a(u) = ¢y (Wa(v)) + dy()a(vy) + - + ¢, (w)a(v,)
= (v) 1 (u) + a(02) Py () + - - + a(v,) ()
= (a(v)py +0(02)dy + -+ 0(v,)$,) ()

+

n
Because the above holds for every u € V, 6 = a(v;)$, + a(v,)p, + - -+ + o(v,)¢,, as claimed.

Prove Theorem 11.3. Let {v;} and {w;} be bases of V and let {¢,} and {o,} be the respective
dual bases in V'*. Let P be the change-of-basis matrix from {v;} to {w;}. Then (P~!)" is the
change-of-basis matrix from {¢;} to {o;}.

Suppose, fori=1,...,n,
W = a; v +apvy + -+ a,v, and  0; = by +bpdy + - +a,v,

Then P = [a;] and Q = [b;]. We seek to prove that Q = (P~ Hr.
Let R; denote the ith row of Q and let C; denote the jth column of PT. Then

T
R; = (bi,bip, - - - byy) and Cj: (ajl7aj27'--7ajn)
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11.6.

11.7.

By definition of the dual basis,
a;(w;) = (b1 +bndy + -+ byd,) (@ vy +apvy + -+ + av,)
=byay +bpap + -+ bya;, = R,C; =0
where 5ij is the Kronecker delta. Thus,
QPT = [Ricj] = [5y] =1
Therefore, 0 = (PT)"' = (P™1)7, as claimed.

Suppose v € V, v # 0, and dim V' = n. Show that there exists ¢ € V* such that ¢(v) # 0.

We extend {v} to a basis {v, v,,...,v,} of V. By Theorem 5.2, there exists a unique linear mapping
¢:V — K such that ¢(v) =1 and ¢(v;) =0, i =2,...,n. Hence, ¢ has the desired property.

Prove Theorem 11.4: Suppose dim ¥ = n. Then the natural mapping v+— © is an isomorphism of
V onto V**

___We first prove that the map v +— ¥ is linear—that is, for any vectors v, w € V" and any scalars a,b € K,
av + bw = at + bw. For any linear functional ¢ € V'*,

av+bw(¢) = plav+bw) = ad(v) + bp(w) = ad($) + bi(¢) = (ab + biv)(¢)

Because av + bw(p) = (ab + bw)(¢) for every ¢ € V*, we have av + bw = ad + bw. Thus, the map
v +— D is linear.

Now suppose v € ¥, v # 0. Then, by Problem 11.6, there exists ¢p € V'* for which ¢(v) # 0. Hence,
9(¢p) = ¢(v) # 0, and thus 9 # 0. Because v # 0 implies ¥ # 0, the map v — ¥ is nonsingular and hence
an isomorphism (Theorem 5.64).

Now dim V' = dim V* = dim V**, because V has finite dimension. Accordingly, the mapping v — o
is an isomorphism of V' onto V**.

Annihilators

11.8.

11.9.

11.10.

Show that if ¢ € V* annihilates a subset S of ¥, then ¢ annihilates the linear span L(S) of S.
Hence, S° = [span(S)]’.
Suppose v € span(S). Then there exists wy,...,w, € S for which v = a;w; + a,w, + -+ + a,w,.
P(v) = ayp(w)) + ayp(wy) + -+ +a,p(w,) =a,0+ a0+ -+ +a,0=0

Because v was an arbitrary element of span(S), ¢ annihilates span(S), as claimed.

Find a basis of the annihilator W° of the subspace W of R* spanned by
v =(1,2,-3,4) and v, =(0,1,4,—1)

By Problem 11.8, it suffices to find a basis of the set of linear functionals ¢ such that ¢(v;) = 0 and
¢(vy) = 0, where ¢(x;,x,,x3,%x4) = ax; + bx, + x5 + dx,. Thus,

¢(1,2,-3,4)=a+2b—3c+4d =0 and ¢(0,1,4,—-1)=b+4c—d=0
The system of two equations in the unknowns a, b, ¢,d is in echelon form with free variables ¢ and d.
(1) Setc=1,d =0 to obtain the solutiona=11,b=—-4,c=1,d =0.
(2) Setc=0,d =1 to obtain the solutiona =6, b=—-1,c=0,d = 1.

The linear functions ¢, (x;) = 11x; — 4x, + x; and ¢, (x;) = 6x; — x, + x, form a basis of W°.
Show that (a) For any subset S of V,§ C S®. (b) IfS, CS,, then SY C SY.

(a) Let v € S. Then for every linear functional ¢ € S°, #(¢) = ¢(v) = 0. Hence, ¥ € (5°)°. Therefore,
under the identification of ¥ and V**, v € §°. Accordingly, S C S%.

(b) Let ¢ € S9. Then ¢(v) = 0 for every v € S,. But S; C S,; hence, ¢ annihilates every element of S
(i.e., ¢ € SY). Therefore, S9 C SV.
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11.11. Prove Theorem 11.5: Suppose V' has finite dimension and # is a subspace of V. Then
(i) dim W 4 dim W° = dim V, (i) W% =w.

(i) Suppose dim V = n and dim W = r < n. We want to show that dim W = n — r. We choose a basis
{wy,...,w,} of W and extend it to a basis of ¥, say {w,...,w,,v,... }+. Consider the dual
basis

7}1)

{¢1a---a¢r7017"' nr}

By definition of the dual basis, each of the above ¢’s annihilates each w;; hence, 7, ...,0,_, € W°.
We claim that {;} is a basis of W°. Now {o;} is part of a basis of ¥'*, and so it is linearly
independent.

We next show that {¢;} spans W°. Let ¢ € W°. By Theorem 11.2,
o=0a(w)d,+ - +ow)p, +a(v)o + - +a(v,_,)o,,
=00 + -+ 09, +0(v))o; + -+ 0(v,,)7,,
=a(v)or +---+0(0,-,)0,,
Consequently, {c/,...,05,_,} spans W° and so it is a basis of W’. Accordingly, as required

dim W =n —r =dim ¥V — dim W.

(ii) Suppose dim ¥ = n and dim W = r. Then dim V'* = n and, by (i), dim W° = n — r. Thus, by (i),
dim W% = n — (n — r) = r; therefore, dim W = dim W®. By Problem 11.10, W C W%, Accord-
ingly, W = w%,

11.12. Let U and W be subspaces of V. Prove that (U + W)O =U'nwe.

Let ¢ € (U + W) Then ¢ annihilates U + W, and so, 1n particular, ¢ annihilates U and W. That is,
¢ € U and ¢ € W°; hence, ¢ € U’ N W°. Thus, (U+W) cuU'nwo.

On the other hand, suppose ¢ € U’ N W°. Then ¢ annihilates U and also W. If v € U + W, then
v=u+w,where u € U and w € W. Hence, o(v) = o(u) + a( ) =0+ 0 = 0. Thus, o annihilates U + W
that is, o € (U + W)". Accordingly, U° + W° C (U + W)°.

The two inclusion relations together give us the desired equality.

Remark: Observe that no dimension argument is employed in the proof; hence, the result holds for
spaces of finite or infinite dimension.

Transpose of a Linear Mapping

11.13. Let ¢ be the linear functional on R? defined by ¢ (x,y) = x — 2y. For each of the following linear
operators 7 on R?, find (T"(¢))(x,y):

@) T(x,y) = (x,0), (©) Tlx,y) =, x+p), (¢) Tlx,y) = (2x =3y, 5x+2)
By definition, T%(¢) = ¢ o T; that is, (T7(p))(v) = ¢(T(v)) for every v. Hence,
@ (T(9)(x.y) = ¢(T(x,y)) = d(x,0) =

¢
() (T(P))(x,y) = d(T(x,)) = ¢, X+y) y—2x+y)=-2x—y
(© (T'(¢)(x,y) = ¢(T(x,y)) = d(2x =3y, 5x+2y) = (2x —3y) = 2(5x +2y) = —8x — Ty

11.14. Let 7:V — U be linear and let 7°:U* — V* be its transopose Show that the kernel of 7" is the
annihilator of the image of T—that is, Ker 7* = (Im T)

Suppose ¢ € Ker T"; that is, T'(¢p) = ¢po T = 0. If u € Im T, then u = T(v) for some v € V; hence,
d(u) = $(T(v)) = (¢ T)(v) = 0(v) =0

We have that ¢(u) = 0 for every u € Im T; hence ¢ € (Im 7)°. Thus, Ker T C (Im T)O.
On the other hand, suppose ¢ € (Im T)°; that is, ¢(Im T) = {0} . Then, for every v € V,

(T'(0))(v) = (a2 T)(v) = a(T(v)) = 0 = 0(v)
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11.15.

11.16.

We have (T"(0))(v) =0(v) for every veV; hence, T'(s)=0. Thus, o€ Ker7’, and so
(Im T)° C Ker T".
The two inclusion relations together give us the required equality.
Suppose ¥V and U have finite dimension and 7:¥ — U is linear. Prove rank(7) = rank(7").
Suppose dim V' = n and dim U = m, and suppose rank(7") = r. By Theorem 11.5,

dim(Im 7)° = dim u — dim(Im T) = m — rank(T) = m — r
By Problem 11.14, Ker 7 = (Im T)°. Hence, nullity (7%) = m — r. It then follows that, as claimed,
rank(7") = dim U* — nullity(T") = m — (m — r) = r = rank(T)

Prove Theorem 11.7: Let T:7 — U be linear and let 4 be the matrix representation of 7 in the
bases {v;} of ¥ and {u;} of U. Then the transpose matrix 4" is the matrix representation of
T':U* — V* in the bases dual to {«;} and {v;}.

Suppose, forj=1,...,m,

T(vy) = apuy + apuy + -+ - + aj,u, (1)
We want to prove that, fori =1,...,n,
T'(0,) = aydy + ayby + -+ + a0, (2)

where {0;} and {¢;} are the bases dual to {«,;} and {v;}, respectively.
Let v € V and suppose v = k;v| + kv, + - - - + k,,v,,. Then, by (1),
T(v) =k T(v) +kT(vy) + -+ k,T(v,)
=ki(anu + - Fayu,) +kayu + - +agu,) + -+ ky(@muy + -+ ag,i,)
= (khay +kay + -+ kpap)uy + -+ (kay, + kay, + -+ + k,a,,)u,

=

= l(klali+k202i+'“+kmami)“i

Hence, forj=1,...,n.

(T'(0)(0) = (1) = 0 S + b 4+
:klal/+k2a2i+-~-+kmam]~ (3)
On the other hand, forj=1,...,n,
(ayd) + aydy + -+ ay;d,)(v) = (ay;01 + aydy + -+ + a,;d,,) (kv + kv, + - + &, v,,)
=kiay + kay + -+ kya,, 4)
Because v € V' was arbitrary, (3) and (4) imply that
T'(0;) = ayy + ayby + - - + a9, Jj=1....n

which is (2). Thus, the theorem is proved.

SUPPLEMENTARY PROBLEMS

Dual Spaces and Dual Bases

11.17.

11.18.

Find (a) ¢ + 0, (b) 3, (c) 2¢ — 56, where ¢:R®> — R and ¢:R> — R are defined by

¢(x,y,z) =2x—3y+z and o(x,y,z) =4x — 2y + 3z

Find the dual basis of each of the following bases of R*: (a) {(1,0,0), (0,1,0), (0,0,1)},
(b) {(17 _27 3)7 (17 _17 1)7 (27 _47 7)}
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11.19.

11.20.

11.21.

11.22,

11.23.

11.24.

11.25.

11.26.

11.27.

Let V' be the vector space of polynomials over R of degree <2. Let ¢, ¢,, ¢5 be the linear functionals on
V defined by

Here f(t) = a + bt + ct> € V and f(¢) denotes the derivative of £(¢). Find the basis { f;(¢),£,(¢),f;(t)} of
V that is dual to {¢,, ¢, 5}

Suppose u, v € V and that ¢(u) = 0 implies ¢(v) = 0 for all ¢ € V*. Show that v = ku for some scalar k.
Suppose ¢, o € V* and that ¢(v) = 0 implies o(v) = 0 for all v € V. Show that ¢ = k¢ for some scalar .

Let V' be the vector space of polynomials over K. For a € K, define ¢,:V — K by ¢,( f(¢)) =f(a). Show
that (a) ¢, is linear; (b) if @ # b, then ¢, # ¢,.

Let V be the vector space of polynomials of degree <2. Let a,b,c € K be distinct scalars. Let ¢, ¢, ¢,

be the linear functionals defined by ¢,(f(2)) =f(a), ¢p(f(t)) =1 (b), ¢.(f(t)) =f(c). Show that
{¢,, p, d.} is linearly independent, and find the basis { f1(¢),/5(¢),/3(¢)} of V that is its dual.

Let V' be the vector space of square matrices of order n. Let T:V — K be the trace mapping; that is,
T(4) =ay +ay + -+ +a,,, where 4 = (a;). Show that T is linear.

Let W be a subspace of V. For any linear functional ¢ on W, show that there is a linear functional ¢ on V
such that o(w) = ¢(w) for any w € W; that is, ¢ is the restriction of ¢ to W.

Let {e,...,e,} be the usual basis of K”. Show that the dual basis is {n,...,n,} where 7, is the ith
projection mapping; that is, n;(a,,...,q,) = a;.
Let ¥ be a vector space over R. Let ¢, ¢, € V* and suppose a:7 — R, defined by a(v) = ¢, (v)d,(v),

also belongs to 7*. Show that either ¢, = 0 or ¢, = 0.

Annihilators

11.28.

11.29.

11.30.

11.31.

11.32.

Let ¥ be the subspace of R* spanned by (1,2,-3,4), (1,3,-2,6), (1,4,—1,8). Find a basis of the
annihilator of W.

Let 7 be the subspace of R® spanned by (1,1,0) and (0, 1, 1). Find a basis of the annihilator of .
Show that, for any subset S of ¥, span(S) = S%, where span(S) is the linear span of S.
Let U and W be subspaces of a vector space V' of finite dimension. Prove that (U N W)0 =U%+ W,

Suppose V = U & W. Prove that V° = U° @ w°.

Transpose of a Linear Mapping

11.33.

11.34.

11.35.

Let ¢ be the linear functional on R* defined by ¢(x,y) = 3x — 2y. For each of the following linear
mappings 7:R* — R?, find (T"(¢))(x,,z):

@ Tyz)=@x+y, y+z), () Tlnyz)=&+y+z, 2x—y)
Suppose T;:U — V and T,:V — W are linear. Prove that (T,o T})" = Tio Tj.

Suppose T:V — U is linear and ¥ has finite dimension. Prove that Im 7% = (Ker T)°.
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11.36. Suppose T:¥V — U is linear and u € U. Prove that u € Im T or there exists ¢ € V'* such that 7(¢) = 0
and ¢(u) = 1.

11.37. Let V be of finite dimension. Show that the mapping 7 +— T is an isomorphism from Hom(V, V) onto
Hom(V*, V*). (Here T is any linear operator on V.)

Miscellaneous Problems

11.38. Let V' be a vector space over R. The line segment uv joining points u,v € V' is defined by
uv={tu+ (1 —t)v:0 <1< 1}. AsubsetSof V is convex if u, v € S implies o C S. Let ¢ € V*. Define

wt={veV:d(v) >0}, W={veV:¢(v) =0}, W= ={veV:¢() <0}
Prove that W, W, and W~ are convex.
11.39. Let V' be a vector space of finite dimension. A hyperplane H of V' may be defined as the kernel of a nonzero

linear functional ¢ on V. Show that every subspace of ¥ is the intersection of a finite number of
hyperplanes.

ANSWERS TO SUPPLEMENTARY PROBLEMS

11.17. (a) 6x—5y+4z,  (b) 6x—9+3z,  (c) —16x+4y— 13z
11.18. (a) ¢, =x, o=y, ¢3=1 (®) ¢ =-3x—-5y—-2z ¢ =2+y, d3=x+2+z
11.19. f(1)=3t-3, f()=—-1t+32, fi(t)=1-3t+37

11.22. (b) Letf(¢t) =t Then ¢,(f(t)) =a# b= ¢,(f(¢)); and therefore, ¢, # ¢,

A (brartbe o A-(atdrtac o P (atbitab
11.23. {1(’)‘ @-bna-0 "= aw-0 P T —ae—b }

11.28. {¢l(x>y7z7 t) =5x —y+z (/)2()(77)),2, t) = 2y - t}
11.29. {¢p(x,y,z) =x—y+z}

11.33. (a) (T(¢))(x,y,z) =3x+y — 2z, ) (T(¢))(x,y,z) = —x+ 5y + 3z



Bilinear, Quadratic,
and Hermitian Forms

12.1 Introduction

This chapter generalizes the notions of linear mappings and linear functionals. Specifically, we introduce
the notion of a bilinear form. These bilinear maps also give rise to quadratic and Hermitian forms.
Although quadratic forms were discussed previously, this chapter is treated independently of the previous
results.

Although the field K is arbitrary, we will later specialize to the cases K = R and K = C. Furthermore,
we may sometimes need to divide by 2. In such cases, we must assume that 1 + 1 # 0, which is true when
K=RorK=C.

12.2 Bilinear Forms

Let V' be a vector space of finite dimension over a field K. A bilinear form on V is a mapping
f:V xV — K such that, for all a,b € K and all u;,v; € V-

(1) f(aul =+ bu2> ’U) = af(”h U) + bf(u27 1)),
(i) f(u, av, +bvy) = af (u,v,) + bf (u, v,)

We express condition (i) by saying f is linear in the first variable, and condition (ii) by saying f is linear
in the second variable.

EXAMPLE 12.1
(a) Letf be the dot product on R"; that is, for u = (¢;) and v = (b;),

f(u’v):”‘U:alb1+azb2+~-+anbn

Then f is a bilinear form on R”. (In fact, any inner product on a real vector space V is a bilinear form
on JV.)

(b) Let ¢ and o be arbitrarily linear functionals on V. Let f 1V x V' — K be defined by f'(u, v) = ¢(u)o(v). Thenf is
a bilinear form, because ¢ and ¢ are each linear.

(c) Letd = [a;] be any n x n matrix over a field K. Then 4 may be identified with the following bilinear form 7 on
K", where X = [x;] and Y = [y;] are column vectors of variables:

SX,Y)=XT4Yy = Do apxy; =anxyy +apXyy + o+ aux,,
ij

The above formal expression in the variables x;, y; is termed the bilinear polynomial corresponding to the matrix
A. Equation (12.1) shows that, in a certain sense, every bilinear form is of this type.

—
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Space of Bilinear Forms

Let B(V') denote the set of all bilinear forms on V. A vector space structure is placed on B(V'), where for
any f,g € B(V) and any k € K, we define f + g and kf as follows:

(f + &), v) =f(u,v) + glu,v)  and (k) (u,v) = kf (u, v)
The following theorem (proved in Problem 12.4) applies.

THEOREM 12.1:  Let V/ be a vector space of dimension n over K. Let {¢, ..., ¢, } be any basis of the
dual space V*. Then { f;;:i,j = 1,...,n} is a basis of B(V'), where f;; is defined by
fii(u, v) = ¢;(u);(v). Thus, in particular, dim B(V) = n’.

12.3 Bilinear Forms and Matrices

Let f be a bilinear form on V and let S = {u,,...,u,} be a basis of V. Suppose u, v € V and
u=au +- - +a,u, and v=>byu; +---+b,u,

Then
fu,v) =flayuy + -+ au,, byuy+---+bu,) = %:aibjf(ubuj)

Thus, f is completely determined by the n? values f (u;, u;).

The matrix 4 = [a;] where a; = f(u;,u;) is called the matrix representation of f relative to the basis S

or, simply, the ‘‘matrix of /" in S.”” It “‘represents’’ f in the sense that, for all u, v € V,
Sfu,v) = Zaibjf(uiauj) = [”]gAMS (12.1)
ij
[As usual, [u]g denotes the coordinate (column) vector of u in the basis S.]

Change of Basis, Congruent Matrices

We now ask, how does a matrix representing a bilinear form transform when a new basis is selected? The
answer is given in the following theorem (proved in Problem 12.5).

THEOREM 12.2:  Let P be a change-of-basis matrix from one basis S to another basis S’. If 4 is the
matrix representing a bilinear form f in the original basis S, then B = PTAP is the
matrix representing /* in the new basis S’

The above theorem motivates the following definition.

DEFINITION: A matrix B is congruent to a matrix 4, written B ~ A, if there exists a nonsingular
matrix P such that B = PTAP.

Thus, by Theorem 12.2, matrices representing the same bilinear form are congruent. We remark that
congruent matrices have the same rank, because P and P are nonsingular; hence, the following definition
is well defined.

DEFINITION: The rank of a bilinear form f on V, written rank( /), is the rank of any matrix
representation of f. We say f is degenerate or nondegenerate according to whether
rank( f) < dim ¥ or rank( /) = dim V.

12.4 Alternating Bilinear Forms

Let f be a bilinear form on V. Then f is called

(i) alternating if f(v,v) = 0 for every v € V;
(ii) skew-symmetric if f(u, v) = —f (v, u) for every u,v € V.
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Now suppose (i) is true. Then (ii) is true, because, for any u, v, € V,
0 :f(u +v, u+ 1)) :f(u)u) +f(”7 U) +f(va u) +f<1), IU) :f(ua ’U) +f(,U? “)

On the other hand, suppose (ii) is true and also 1 + 1 # 0. Then (i) is true, because, for every v € V, we
have f'(v, v) = —f (v, v). In other words, alternating and skew-symmetric are equivalent when 1 + 1 # 0.

The main structure theorem of alternating bilinear forms (proved in Problem 12.23) is as follows.

THEOREM 12.3:  Let f be an alternating bilinear form on V. Then there exists a basis of V' in which f°
is represented by a block diagonal matrix M of the form

M—diag({_(l) (1)] {_? (1)] {_‘1’ é} o], [0, ... [0]>

Moreover, the number of nonzero blocks is uniquely determined by f [because it is
equal to 3 rank( f)].

In particular, the above theorem shows that any alternating bilinear form must have even rank.

12.5 Symmetric Bilinear Forms, Quadratic Forms

This section investigates the important notions of symmetric bilinear forms and quadratic forms and their
representation by means of symmetric matrices. The only restriction on the field K is that 1 + 1 # 0. In
Section 12.6, we will restrict K to be the real field R, which yields important special results.

Symmetric Bilinear Forms

Let f be a bilinear form on V. Then f is said to be symmetric if, for every u,v € V,

S, 0) = f(v,u)
One can easily show that f is symmetric if and only if any matrix representation 4 of f is a symmetric
matrix.
The main result for symmetric bilinear forms (proved in Problem 12.10) is as follows. (We emphasize
that we are assuming that 1 + 1 # 0.)

THEOREM 12.4:  Let/ be a symmetric bilinear form on V. Then V has a basis {v;, ..., v,} in which f
is represented by a diagonal matrix—that is, where f(v;, v;) = 0 for i # j.

THEOREM 12.4:  (Alternative Form) Let 4 be a symmetric matrix over K. Then A4 is congruent to a
diagonal matrix; that is, there exists a nonsingular matrix P such that PTAP is
diagonal.

Diagonalization Algorithm

Recall that a nonsingular matrix P is a product of elementary matrices. Accordingly, one way of
obtaining the diagonal form D = P’4P is by a sequence of elementary row operations and the same
sequence of elementary column operations. This same sequence of elementary row operations on the
identity matrix / will yield P”. This algorithm is formalized below.

ALGORITHM 12.1:  (Congruence Diagonalization of a Symmetric Matrix) The input is a symmetric
matrix 4 = [a;] of order n.

Step1. Form the n x 2n (block) matrix M = [4,,I], where 4|, = A is the left half of M and the identity
matrix / is the right half of M.

Step 2. Examine the entry a,,. There are three cases.
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Case I:  a;; # 0. (Use a; as a pivot to put 0’s below a,; in M and to the right of a;, in 4,.)
Fori=2,...,n:

(a) Apply the row operation ‘‘Replace R; by —a; R, +aR;.”’
(b) Apply the corresponding column operation ‘‘Replace C; by —a;,C; + a;,C;.”’
These operations reduce the matrix M to the form
N a 0 * * .
M [ 0 4, * ] (*)
Case II:  a;; = 0 but ay; # 0, for some k > 1.

(a) Apply the row operation ‘‘Interchange R, and R;.”’
(b) Apply the corresponding column operation ‘‘Interchange C; and C,.”’

(These operations bring ay,; into the first diagonal position, which reduces the matrix
to Case I.)

Case III:  All diagonal entries a; = 0 but some a;; # 0.
(a) Apply the row operation ‘‘Replace R; by R; + R;.”’
(b) Apply the corresponding column operation ‘‘Replace C; by C; + C;.”’

(These operations bring 2a;; into the ith diagonal position, which reduces the matrix
to Case II.)

Thus, M is finally reduced to the form (*), where 4, is a symmetric matrix of order less than
A.

Step 3. Repeat Step 2 with each new matrix 4; (by neglecting the first row and column of the
preceding matrix) until 4 is diagonalized. Then M is transformed into the form M’ = [D, O],
where D is diagonal.

Step 4. Sct P = Q7. Then D = PTAP.

Remark 1: We emphasize that in Step 2, the row operations will change both sides of M, but the
column operations will only change the left half of M.

Remark 2: The condition 1 + 1 # 0 is used in Case III, where we assume that 2a;; # 0 when
a; # 0.

The justification for the above algorithm appears in Problem 12.9.

1 2 =3
EXAMPLE 12.2 Let 4 = 2 5 —4|. Apply Algorithm 9.1 to find a nonsingular matrix P such
-3 -4 8

that D = PTAP is diagonal.
First form the block matrix M = [4, I]; that is, let

12 =3'1.0 0
M=[40=| 2 5 4.0 1 0
-3 4 8'0 0 1

Apply the row operations ‘‘Replace R, by —2R; + R,”’ and ‘‘Replace R; by 3R; + R;”’ to M, and then apply the
corresponding column operations ‘‘Replace C, by —2C; + C,”* and ‘“‘Replace C; by 3C, + C;”’ to obtain

12 =3 100 10 0! 100
01 2/-2 10 and then 01 2,-2 10
02 -1' 30 1 02 —1' 3 0 1
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Next apply the row operation ‘‘Replace R; by —2R, + R;’’ and then the corresponding column operation ‘‘Replace
C; by —2C, + C3”’ to obtain

Lo o/ 1 00 10 0,1 00
01 2,-2 10 and then 01 0:1-2 10
00 —5! 7 =21 00 —5' 7 =21
Now A has been diagonalized. Set
1 -2 7 1 0 0
P=|0 1 =2 andthen D=P'4P=|0 1 0
0o 0 1 0 0 -5

We emphasize that P is the transpose of the right half of the final matrix.

Quadratic Forms
We begin with a definition.

DEFINITION A: A mapping ¢:V — K is a quadratic form if q(v) = f(v,v) for some symmetric
bilinear form f on V.

If 1 + 1 # 0 in K, then the bilinear form f can be obtained from the quadratic form ¢ by the following
polar form of f:

Su,v) =3q(u+ v) — q(u) — q(v)]

Now suppose f* is represented by a symmetric matrix 4 = [a;],
denote a column vector of variables, ¢ can be represented in the form

9 X) =f(X,X) =XT4x = Zaijx,-xj = Zaiixiz + ZZaijx,-xj
ij i i<j

and 1+ 1# 0. Letting X = [x;]

The above formal expression in the variables x; is also called a quadratic form. Namely, we have the
following second definition.

DEFINITION B: A quadratic form g in variables x,,x,,...,x, is a polynomial such that every term
has degree two; that is,

q(xp, %50, X,) = Zcixiz + > dyxix;
i i<j
Using 1 + 1 # 0, the quadratic form ¢ in Definition B determines a symmetric matrix 4 = [a;;] where

a; =c;and a; = a; = %d,j Thus, Definitions A and B are essentially the same.
If the matrix representation A of ¢ is diagonal, then ¢ has the diagonal representation

q(X) = X"AX = a;x] + apx; + -+ + a,,%,
That is, the quadratic polynomial representing ¢ will contain no ‘‘cross product’’ terms. Moreover, by
Theorem 12.4, every quadratic form has such a representation (when 1 + 1 # 0).

12.6 Real Symmetric Bilinear Forms, Law of Inertia

This section treats symmetric bilinear forms and quadratic forms on vector spaces V" over the real field R.
The special nature of R permits an independent theory. The main result (proved in Problem 12.14) is as
follows.

THEOREM 12.5:  Let f be a symmetric form on V" over R. Then there exists a basis of /' in which f is
represented by a diagonal matrix. Every other diagonal matrix representation of / has
the same number p of positive entries and the same number n of negative entries.
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The above result is sometimes called the Law of Inertia or Sylvester’s Theorem. The rank and
signature of the symmetric bilinear form f are denoted and defined by

rank(f) =p+n and sig(f)=p—n

These are uniquely defined by Theorem 12.5.
A real symmetric bilinear form f is said to be

(i) positive definite if q(v) = f(v,v) > 0 for every v # 0,
(ii) nonnegative semidefinite if q(v) = f (v, v) > 0 for every v.

EXAMPLE 12.3 Let f be the dot product on R”. Recall that /" is a symmetric bilinear form on R". We note
that f is also positive definite. That is, for any u = (g;) # 0 in R",

fluu)=ad +d5+---+a2>0

Section 12.5 and Chapter 13 tell us how to diagonalize a real quadratic form g or, equivalently, a real
symmetric matrix 4 by means of an orthogonal transition matrix P. If P is merely nonsingular, then ¢ can
be represented in diagonal form with only 1°s and —1’s as nonzero coefficients. Namely, we have the
following corollary.

COROLLARY 12.6:  Any real quadratic form g has a unique representation in the form
2 2 2 )
q(x1,%0, .., x,) = X7 b X XD = X

where » = p + n is the rank of the form.

COROLLARY 12.6:  (Alternative Form) Any real symmetric matrix A4 is congruent to the unique
diagonal matrix

D = diag(1,, —1,,0)
where r = p + n is the rank of 4.

12.7 Hermitian Forms

Let V' be a vector space of finite dimension over the complex field C. A Hermitian form on V is a
mapping f:V x V' — C such that, for all @,b € C and all u;,,v €V,

(1) f(aul + bu,, U) = af(”l? U) + bf(u27 U)’
(i) f(u,v) = f(v,u).

(As usual, k denotes the complex conjugate of k € C.)
Using (i) and (ii), we get

Sfu, avy +bvy) = f(av, + bvy, u) = af (vy,u) + bf (vy,u)
= &f(vbu) + bf(vbu) = df(“a Ul) + Bf(ua '02)

That is,
(iii) f(u, av, + bvy) = af (u,vy) + bf (u, vy).

As before, we express condition (i) by saying f is linear in the first variable. On the other hand, we
express condition (iii) by saying /" is ‘‘conjugate linear’’ in the second variable. Moreover, condition (ii)
tells us that (v, v) = f(v, v), and hence, f (v, v) is real for every v € V.

The results of Sections 12.5 and 12.6 for symmetric forms have their analogues for Hermitian forms.
Thus, the mapping ¢:V — R, defined by ¢(v) = f(v,v), is called the Hermitian quadratic form or
complex quadratic form associated with the Hermitian form /. We can obtain f from ¢ by the polar form

Su,v) = 1lq(u+ v) = qu —v)] + 3 [g(u+ iv) — g(u — iv)]
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Now suppose S = {uy,...,u,} is a basis of V. The matrix H = [h;] where h; = f(u;, u;) is called the
matrix representation of f in the basis S. By (ii), f(;,4;) = f (4;,;); hence, H is Hermitian and, in
particular, the diagonal entries of H are real. Thus, any diagonal representation of f/ contains only real
entries.

The next theorem (to be proved in Problem 12.47) is the complex analog of Theorem 12.5 on real
symmetric bilinear forms.

THEOREM 12.7:  Let f be a Hermitian form on V" over C. Then there exists a basis of V' in which f is
represented by a diagonal matrix. Every other diagonal matrix representation of f
has the same number p of positive entries and the same number n of negative
entries.

Again the rank and signature of the Hermitian form f are denoted and defined by

rank(f) =p+n and sig(f)=p—n

These are uniquely defined by Theorem 12.7.
Analogously, a Hermitian form f is said to be

(i) positive definite if q(v) = f (v, v) > 0 for every v # 0,
(ii) nonnegative semidefinite if q(v) = f (v, v) > 0 for every v.

EXAMPLE 12.4 Let f be the dot product on C”; that is, for any u = (z;) and v = (w;) in C”,
flu,v) =u-v =z +2,W, +--- +2,W,

Then f is a Hermitian form on C". Moreover, f is also positive definite, because, for any u = (z;) # 0 in C",

fluu) =22 + 2,5+ +z,2,= |z + |z + -+ |z >0

SOLVED PROBLEMS

Bilinear Forms
12.1. Let u = (x;,x,,x3) and v = (y,1,,¥3). Express f in matrix notation, where
Su,v) =3x1y1 = 2x,y3 + 5x01 + Txayy — 8xap3 + 4x3y, — 6x3y5
Let 4 = [a;], where a;; is the coefficient of x;y;. Then

30 27y
f(ll, 1}) :XTAY = [x17x27x3] 57 -8 b)
0 4 —6]|»

12.2. Let A be an n x n matrix over K. Show that the mapping f defined by f(X,Y) = X74Y is a
bilinear form on K”.

For any a,b € K and any X, Y; € K",

flaX, +bX,, Y) = (aX, + bX,)"4Y = (aX[ + bX])AY
= aX[AY + bX]AY = af (X,,Y) + bf (X, Y)

Hence, /" is linear in the first variable. Also,
f(X, aY, 4+ bY,) = XTA(aY, + bY,) = aX"AY, + bXTAY, = af (X, Y,) + bf (X, Y,)

Hence, /" is linear in the second variable, and so f is a bilinear form on K”.
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12.3. Let f be the bilinear form on R? defined by

12.4.

12.5.

Slx%), 02)] = 26001 — 3x1, + 4xpp;
(a) Find the matrix 4 of f in the basis {u; = (1,0), u, = (1,1)}.
(b) Find the matrix B of f in the basis {v; = (2,1), v, = (1,—1)}.

(c) Find the change-of-basis matrix P from the basis {;} to the basis {v;}, and verify that
B = P4P.
(a) Set 4 = [a;], where a;; = f(u;,u;). This yields

a; =f1(1,0), (1,0)]=2-0-—0=2, ay =f1(1,1), (1,0)]=2—-04+0=2
a :f[(l,O), (171)]:27370:717 ax :f[(lvl)v (171)}:273+4:3
2 —1. . . .
Thus, 4 = [2 3} is the matrix of /" in the basis {u;,u,}.
(b) Set B = [b;], where b; = f(v;, v;). This yields
bll_.f[(2 )7 (271)]:8_6+4:67 b21 :f[(la_l)v (271)}:4_3_4:_3
b12 _f[(z )7 (17_1)]:4+6_4:67 b22 :f[(lv_l)v (17_1)]:2+3+4:9
6 6. . . .
Thus, B = [_3 9} is the matrix of " in the basis {v;, v, }.
(c) Writing v, and v, in terms of the u; yields v, = u; + u, and v, = 2u; — u,. Then
12 11
Gl |
re 1 10[2 =11[1 2] [ 6 6]
and PAP_[Z —1“2 3“1 —1]_[—3 9}_3
Prove Theorem 12.1: Let ¥ be an n-dimensional vector space over K. Let {¢,...,¢,} be any

basis of the dual space V'*. Then { f;;: i,j = 1,...,n} is a basis of B(V'), where f;; is defined by
Si(u,v) = ¢, (u)d;(v). Thus, dim B(V) = n.

Let {uy,...,u,} be the basis of V" dual to {¢,;}. We first show that { f;;} spans B(V'). Letf € B(V) and
suppose f(u;, u;) = a;. We claim that f =}, - a; f;;. It suffices to show that

f(uﬁut):(Za,-j i/-)(us,u,) for s,t=1,...,n
We have
(X ay fip) (g ) = Yo ay fiy(ug, u,) = 32 ayepiug) y(u,) = 37 a;0,,0, = ay = f (uy, u,)
as required. Hence, {f;;} spans B(V). Next, suppose > a,f; = 0. Then for s,z =1,...,n,
0 =0(ug, u,) = (3 ay f) (ug,u,) = ayg

The last step follows as above. Thus, { f;} is independent, and hence is a basis of B(V).

Prove Theorem 12.2. Let P be the change-of-basis matrix from a basis S to a basis S’. Let 4 be

the matrix representing a bilinear form in the basis S. Then B = P7AP is the matrix representing
f in the basis S’

Let u,v e V. Because P is the change-of-basis matrix from S to ', we have Plu = [u]g and also
Plv)y = [v]s, hence, [u] = [u]{,PT. Thus,

f(u,v) = [ulsA[v)g = [u]oPTAP[v]

Because u and v are arbitrary elements of ¥, PTAP is the matrix of f in the basis S'.
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Symmetric Bilinear Forms, Quadratic Forms

12.6.

12.7.

12.8.

Find the symmetric matrix that corresponds to each of the following quadratic forms:
@) q(x,y,z) = 3x* +4xy — y? + 8xz — 6yz + 2%,
(b) q/(xvyvz) = 3x2 +xz — 2)/2, (C) ‘]”(X,ya Z) = 2)62 - 5y2 - 722

The symmetric matrix 4 = [a,] that represents g(xy,...,x,) has the diagonal entry a; equal to the
coefficient of the square term x? and the nondiagonal entries a; and a;; each equal to half of the coefficient
of the cross-product term x;x;. Thus,

32 4 30 3 2 0 0
(@ A4=12 -1 =3|,(b) 4/=]0 0 —1[,(c) 4"=]0 =5 0
4 -3 1 I -1 o0 0 0 -7

The third matrix 4” is diagonal, because the quadratic form ¢” is diagonal; that is, ¢” has no cross-product
terms.

Find the quadratic form ¢(X) that corresponds to each of the following symmetric matrices:

5 -3 4 = T 421—‘7‘ :ég

(a) 4= ,(b) B=|-5 —6 8|,(c) C=
-3 8 S -1 -6 3 9
5 8 9 1

The quadratic form g(X) that corresponds to a symmetric matrix M is defined by ¢(X) = X'MX,
where X = [x;] is the column vector of unknowns.

(a) Compute as follows:

q(x,y) = XTAX = [x,)] [_2 _Z] m =[x =3y, -3x+8) m

= 5x% — 3xy — 3xy + 8% = 5x% — 6xy + 8)?

As expected, the coefficient 5 of the square term x*> and the coefficient 8 of the square term y* are
the diagonal elements of A, and the coefficient —6 of the cross-product term xy is the sum of
the nondiagonal elements —3 and —3 of 4 (or twice the nondiagonal element —3, because A4 is
symmetric).

(b) Because B is a three-square matrix, there are three unknowns, say x,y,z or xy,x,,x;. Then
q(x,y,z) = 4x* — 10xy — 6y + 14xz + 16yz — 97>

or q(x1,%,%3) = 4x7 — 10x,x, — 6x3 + 14x;x3 + 16x,x3 — 9x3

Here we use the fact that the coefficients of the square terms x?,x3,x3 (or x?,)?, z%) are the respective
diagonal elements 4, —6, —9 of B, and the coefficient of the cross-product term x;x; is the sum of the
nondiagonal elements b; and b;; (or twice b, because b; = b;;).

(c) Because C is a four-square matrix, there are four unknowns. Hence,

oy, %2, %3,%4) = 26 — 7253 + 333 + x5 + 8xyx, — 2xyx;
+ 10x,x4 — 12x,x3 4+ 16x,x, + 18x3x,

1 -3 2
Let A= |-3 7 —5]|. Apply Algorithm 12.1 to find a nonsingular matrix P such that
2 =5 8

D = P"AP is diagonal, and find sig(4), the signature of 4.
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12.9.

12.10.

12.11.

First form the block matrix M = [4,1]:

1 -3 21100
M=[41=|-3 7 =5,0 10
2 -5 810 0 1

Using a;; =1 as a pivot, apply the row operations ‘‘Replace R, by 3R, +R,”’ and ‘‘Replace R; by
—2R, + R;”’ to M and then apply the corresponding column operations ‘‘Replace C, by 3C, + C,”” and
““Replace C; by —2C; + C3”’ to 4 to obtain

100 1 00" 10
310 and then 0 —2 1, 3 1
2 0 1 0 1 41-20

1 -3 2
0 -2 1
0 1 4

—_o O

Next apply the row operation ‘‘Replace R; by R, + 2R;”’ and then the corresponding column operation
“Replace C; by C, +2C;”’ to obtain

1 0 0 1 0 0 1 0 0 1 0 0
0 -2 1 310 and then 0 -2 0 3 10
o 09 -1 1 2 0 0 18 -1 1 2

Now A4 has been diagonalized and the transpose of P is in the right half of M. Thus, set

1 3 -1 1 0 0
P=10 1 1 and then D=PUP=10 -2 0
00 2 0 0 18

Note D has p =2 positive and n =1 negative diagonal elements. Thus, the signature of A4 is
sigld)=p—-n=2-1=1.
Justify Algorithm 12.1, which diagonalizes (under congruence) a symmetric matrix 4.

Consider the block matrix M = [4, I]. The algorithm applies a sequence of elementary row operations
and the corresponding column operations to the left side of M, which is the matrix 4. This is equivalent to
premultiplying 4 by a sequence of elementary matrices, say, £, E,, . . ., E,, and postmultiplying 4 by the
transposes of the E;. Thus, when the algorithm ends, the diagonal matrix D on the left side of M is equal to

D=E, ---E,EAETEY ...ET = 040", where Q=E, ---E,E,

On the other hand, the algorithm only applies the elementary row operations to the identity matrix / on the
right side of M. Thus, when the algorithm ends, the matrix on the right side of M is equal to

E,..--E)E\I =E, - -EE =0
Setting P = Q7, we get D = PTAP, which is a diagonalization of 4 under congruence.

Prove Theorem 12.4: Let f be a symmetric bilinear form on ¥ over K (where 1 4+ 1 # 0). Then
V' has a basis in which f is represented by a diagonal matrix.

Algorithm 12.1 shows that every symmetric matrix over K is congruent to a diagonal matrix. This is
equivalent to the statement that /" has a diagonal representation.

Let g be the quadratic form associated with the symmetric bilinear form f. Verify the polar
identity f(u, v) = % [g(u + v) — g(u) — g(v)]. (Assume that 1 +1 % 0.)

We have

q(u+v) —q(u) —q(v) =fu+v, utv)=f(uu)—f(v,0)
:f(uvu) +f(u7 U) +f(U, M) —l—f(’l)7 U) _f(uvu) _f(v’ U) = 2f(u7 U)

If 1 + 1 # 0, we can divide by 2 to obtain the required identity.
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12,12,

12.13.

12.14.

Consider the quadratic form g(x,y) = 3x* + 2xy — »* and the linear substitution
x =s—3t, y=2s+t
(2) Rewrite g(x,y) in matrix notation, and find the matrix 4 representing ¢(x,y).

(b) Rewrite the linear substitution using matrix notation, and find the matrix P corresponding to
the substitution.

(c) Find g(s, ) using direct substitution.
(d) Find ¢(s,t) using matrix notation.

(a) Here g(x,y) = [x,y] ﬁ' _” B] Thus, 4 = [? _”; and ¢(X) = XTAX, where X = [x,)]".

(b) Here B}:[; _ﬂ[j].’[hus,P:[; _ﬂ;and)(:{;},Y:{j] and X = PY.

(c) Substitute for x and y in ¢ to obtain

q(s, 1) =3(s —30)* +2(s — 30)(2s + 1) — (25 + 1)°
= 3(s* — 65t + 9£2) + 2(25% — 5st — 3*) — (4s® + 4st + %) = 3s5* — 32st + 20/

(d) Here g(X) = X"AX and X = PY. Thus, X7 = YTPT. Therefore,

A B )

3 16
= s, t][ } H — 35> — 325t + 207
“16  20]|¢

[As expected, the results in parts (c) and (d) are equal.]

Consider any diagonal matrix 4 = diag(a,,...,a,) over K. Show that for any nonzero scalars
ky,...,k, € K,A is congruent to a diagonal matrix D with diagonal entries a,k?, ..., a,k>.
Furthermore, show that

(a) If K = C, then we can choose D so that its diagonal entries are only 1’s and 0’s.
(b) If K =R, then we can choose D so that its diagonal entries are only 1’s, —1’s, and 0’s.
Let P = diag(k,,...,k,). Then, as required,

rn

D = PTAP = diag(k,) diag(a;) diag(k;) = diag(a,k?,...,a,k?)

YTt

s _ 1/ if a; #0
() Let P = diag(b;), where b; = { I if a;=0

Then P7AP has the required form.

(b) Let P = diag(b;), where b; = { 1/ Vl o] li a; # 8
if a; =

Then PTAP has the required form.

Remark: We emphasize that (b) is no longer true if ‘‘congruence’’ is replaced by
““‘Hermitian congruence.’’

Prove Theorem 12.5: Let f be a symmetric bilinear form on }J over R. Then there exists a basis
of V' in which f is represented by a diagonal matrix. Every other diagonal matrix representation
of f has the same number p of positive entries and the same number n of negative entries.

By Theorem 12.4, there is a basis {u,...,u,} of V in which f is represented by a diagonal matrix
with, say, p positive and n negative entries. Now suppose {wy,...,w, } is another basis of ¥, in which /" is
represented by a diagonal matrix with p’ positive and n’ negative entries. We can assume without loss of
generality that the positive entries in each matrix appear first. Because rank( /) =p+n=p + 1/, it
suffices to prove that p = p’.
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Let U be the linear span of u,, ..., u, and let W be the linear span of wy1,...,w,. Then f'(v,v) > 0
for every nonzero v € U, and f(v,v) < 0 for every nonzero v € W. Hence, U N W = {0}. Note that
dim U = p and dim W = n — p’. Thus,

dim(U + W) =dim U +dimW —dim(UNW)=p+ (n—p)—0=p—p' +n
But dim(U + W) < dim ¥ = n; hence, p—p' +n < nor p < p'. Similarly, p’ < p and therefore p = p’,
as required.

Remark: The above theorem and proof depend only on the concept of positivity. Thus, the
theorem is true for any subfield K of the real field R such as the rational field Q.

Positive Definite Real Quadratic Forms

12.15.

12.16.

12.17.

Prove that the following definitions of a positive definite quadratic form ¢ are equivalent:

(a) The diagonal entries are all positive in any diagonal representation of g.

(b) ¢(Y) > 0, for any nonzero vector Y in R”".

Suppose ¢(Y) = a;y? + a3 + - - - + a,p%. If all the coefficients are positive, then clearly g(¥) > 0
whenever Y # 0. Thus, (a) implies (b). Conversely, suppose (a) is not true; that is, suppose some diagonal
entry a, < 0. Let ¢, = (0,...,1,...0) be the vector whose entries are all 0 except 1 in the kth position.
Then g(e;) = a; is not positive, and so (b) is not true. That is, (b) implies (a). Accordingly, (a) and (b) are
equivalent.

Determine whether each of the following quadratic forms ¢ is positive definite:
(@) q(x,y,z) = x* +2y* — dxz — dyz + 72
(b) q(x,y,2) = x* +y* + 2xz + 4yz + 322

Diagonalize (under congruence) the symmetric matrix 4 corresponding to q.

(a) Apply the operations ‘‘Replace R; by 2R| + R;”’ and ‘‘Replace C; by 2C; + C;,”’” and then “‘Replace
R; by R, + R;”’ and “‘Replace C; by C, 4+ C5.”” These yield

1 0 -2 1 0 0 1 00
4= 0 2 2|1 ~10 2 2| ~(0 2 0
-2 =2 7 0 -2 3 0 01

The diagonal representation of ¢ only contains positive entries, 1,2, 1, on the diagonal. Thus, ¢ is
positive definite.
(b) We have
1 0 1 1 00 1 0 0
A=10 1 2|~|0 I 2(~|0 1 O
1 2 3 0 2 2 00 -2
There is a negative entry —2 on the diagonal representation of ¢. Thus, ¢ is not positive definite.
Show that g(x,y) = ax? + bxy + ¢)” is positive definite if and only if @ > 0 and the discriminant
D = b* — 4ac < 0.
Suppose v = (x,) # 0. Then either x # 0 or y # 0; say, y # 0. Let ¢t = x/y. Then

q(v) =y la(x/y)* +b(x/y) + ] = y(ar* + bt + c)

However, the following are equivalent:

(i) s =at* + bt + c is positive for every value of 7.
(ii) s = at®> + bt + c lies above the t-axis.
(iiiy a>0and D = b*> — dac < 0.
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Thus, g is positive definite if and only if @ > 0 and D < 0. [Remark: D < 0 is the same as det(4) > 0,
where 4 is the symmetric matrix corresponding to ¢.]

12.18. Determine whether or not each of the following quadratic forms ¢ is positive definite:

(@) q(x,y) =x" =4y + D7 (b) q(x,y) =x"+8xy+57% (¢) qlx,y) =32+ 2y +°
Compute the discriminant D = b* — 4ac, and then use Problem 12.17.

(@) D=16—-28 = —12. Because a =1 > 0 and D < 0, ¢q is positive definite.

(b) D =64 —20 = 44. Because D > 0, ¢ is not positive definite.

(c) D=4—-12= —8. Because ¢ =3 > 0 and D < 0, ¢ is positive definite.

Hermitian Forms

12.19. Determine whether the following matrices are Hermitian:

2 243i 4-5i 32— 4+i 4 -3
@@ |2-3i 5 6+42|,(b) |2—i 6 i |, |-3 2 1
445 6-2i -7 A4+i i 7 5 1 —6

A complex matrix 4 = [a;] is Hermitian if 4* = 4—that is, if a; = a;.

(a) Yes, because it is equal to its conjugate transpose.
(b) No, even though it is symmetric.
(c) Yes. In fact, a real matrix is Hermitian if and only if it is symmetric.

12.20. Let 4 be a Hermitian matrix. Show that /" is a Hermitian form on C" where f* is defined by
f(X,Y)=X4y.

For all a,b € C and all X}, X,,Y € C",

flaX, +bX,, Y) = (aX, + bX,) 4Y = (aX[ + bX])AY
= aX[AY + bX]AY = af (X,,Y) + bf (X,, )

Hence, /" is linear in the first variable. Also,

FXCY) =XTAY = (XUAY) = YTATX = YTA4*X = YT4X = f(Y,X)

Hence, f is a Hermitian form on C”".

Remark: We use the fact that X7A4Y is a scalar and so it is equal to its transpose.

12.21. Let f be a Hermitian form on V. Let H be the matrix of f in a basis S = {u;} of V. Prove the
following:

(a) f(u,v) = [u]tHv]g for all u, v € V.
(b) If P is the change-of-basis matrix from S to a new basis S’ of ¥, then B = PTHP (or
B = Q*HQ, where Q = P) is the matrix of f in the new basis S’

Note that (b) is the complex analog of Theorem 12.2.
(a) Letu,v € V and suppose u = a,u; + --- + a,u, and v = byu; + --- + b,u,. Then, as required,
f(uv U) :.f(alul + -t auy, blul +oe bnun)
_ _ o —
= Zaib_;f(uia Uj) = [ah- o >an]H[bla- . 'abn] = [u]SH[U}S
i
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12.22.

(b) Because P is the change-of-basis matrix from S to §’, we have Plu]g = [u]g and P[v] = [v]g; hence,
U] = [u]§, PT and [u]g = P[v]g. Thus, by (a),

[, v) = [ulg H[v]g = [ulg PTHP[u]5,

But u and v are arbitrary elements of ¥; hence, PTHP is the matrix of f in the basis S’.

1 1+i 2i
Let H=|1—1 4 2 — 3i |, a Hermitian matrix.
—2i 2+3i 7
Find a nonsingular matrix P such that D = PTHP is diagonal. Also, find the signature of H.

Use the modified Algorithm 12.1 that applies the same row operations but the corresponding conjugate
column operations. Thus, first form the block matrix M = [H, I]:

1 I+i 2i 1 00
M=|1-i 4 2-3i 01 0
—2i 2+3i 7 0 0 1

Apply the row operations ‘‘Replace R, by (—1 + i)R; + R,”” and ‘‘Replace R; by 2iR, + R;’’ and then the
corresponding conjugate column operations ‘‘Replace C, by (—1 —i)C; + C,”” and ‘‘Replace C; by
—2iC; + C3”’ to obtain

1 1+ 2i 1 0 0 1 0 0 1 0 0
0 2 =5 —-1+4i 1 0 and then 0 2 -5 —-1+i 1 0
0 5 3 20 0 1 0 5 3 2 0 1

Next apply the row operation ‘‘Replace R; by —5iR, + 2R;”’ and the corresponding conjugate column
operation ‘‘Replace C; by 5iC, + 2C;”’ to obtain

1 0 0 1 0 0 1 0 0 1 0 0
0 2 -5 -—1+i 1 0 and then 0 2 0 -1+ 1 0
0 0 —19 549 -5 2 0 0 -38 549 -5 2

Now H has been diagonalized, and the transpose of the right half of M is P. Thus, set

1 —1+4+i 5+9i 10 0
P=10 1 —5i |, andthen D=P'HP= |0 2 0
0 0 2 0 0 -38

Note D has p =2 positive elements and n =1 negative elements. Thus, the signature of H is
siglH)=2-1=1.

Miscellaneous Problems

12.23.

Prove Theorem 12.3: Let f be an alternating form on V. Then there exists a basis of V' in which f

-1 0
of nonzero blocks is uniquely determined by f* [because it is equal to § rank( f)].

If f = 0, then the theorem is obviously true. Also, if dim V' = 1, then f (kyu, ku) = kikpf (u,u) =0
and so f = 0. Accordingly, we can assume that dim /" > 1 and f # 0.

Because f # 0, there exist (nonzero) u;,u, € V such that f(u;,u,) # 0. In fact, multiplying u,; by
an appropriate factor, we can assume that f(u;,u,) = 1 and so f(uy,u;) = —1. Now u, and u, are
linearly independent; because if, say, u, = ku;, then f(uj,uy) =f(u,ku;) = kf (u;,u;) =0. Let
U = span(u,, u,); then,

is represented by a block diagonal matrix M with blocks of the form { 0 1 ] or 0. The number
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(i) The matrix representation of the restriction of / to U in the basis {u;,u,} is [7(]) (1)] ,
(i) Ifu e U, say u = au; + bu,, then
Sluyuy) = flauy +buy, up) = —b and Su,uy) = fauy + buy, uy) =a
Let W consists of those vectors w € V such that f/(w,u;) = 0 and /' (w,u,) = 0. Equivalently,
W={weV:f(wu) =0 foreveryu c U}

We claim that V' = U @ W. It is clear that U N W = {0}, and so it remains to show that ¥ = U + W. Let
v e V. Set

u=f(v,u)uy —f(v,u;)u, and w=uv—u (1)

Because u is a linear combination of #; and u,,u € U.
We show next that w € W. By (1) and (ii), f (4, u;) = f(v,u,); hence,

f(W,Ltl) :f(v_u7 ul) :f(vvul) _f(u’ul):()
Similarly, f(u,u,) = f(v,u,) and so
f(W, MZ) +f(11 —u, MZ) :f('l), MZ) _f(u7u2) =0

Then w € W and so, by (1), v = u + w, where u € W. This shows that V' = U + W; therefore, V' = U & W.

Now the restriction of f to W is an alternating bilinear form on . By induction, there exists a basis
us,...,u, of W in which the matrix representing f restricted to W has the desired form. Accordingly,
Uy, Uy, Uz, ..., u, is a basis of ¥ in which the matrix representing f* has the desired form.

SUPPLEMENTARY PROBLEMS

Bilinear Forms

12.24.

12.25.

12.26.

12.27.

12.28.

Let u = (x;,X,) and v = (y;,y,). Determine which of the following are bilinear forms on R*:

(@) f(u,v) =2x19, — 3x,0y, (©) f(u,v) =3xp0,, (e) flu,v) =1,
®) f(u,v) =x; +y,, (A f(u,v) =x1% + 3112, 6 flu,v)=0

Let / be the bilinear form on R? defined by

F1Ge15x3), 1,32)] = 3501 — 22,05 + 4xy) — X0,
(a) Find the matrix 4 of /" in the basis {u; = (1,1), u, = (1,2)}.
(b) Find the matrix B of f in the basis {v; = (1,-1), v, = (3,1)}.
(c) Find the change-of-basis matrix P from {u;} to {v;}, and verify that B = P74P.

1 2
35
where 4, B € V and “‘tr’’ denotes trace. (a) Show that f is a bilinear form on V. (b) Find the matrix of /" in

o ol 1o o) [ o) 5 ]}

Let B(V') be the set of bilinear forms on V' over K. Prove the following:

(a) Iff,ge€ B(V),thenf +g, kg € B(V) for any k € K.
(b) If ¢ and o are linear functions on ¥, then f'(u, v) = ¢(u)a(v) belongs to B(V).

Let V be the vector space of two-square matrices over R. Let M = [ } ,and let f(4,B) = tr(4TMB),

the basis

Let [ f] denote the matrix representation of a bilinear form f on V relative to a basis {u;}. Show that the
mapping f +— [ f] is an isomorphism of B(¥) onto the vector space ¥ of n-square matrices.
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12.29.

12.30.

12.31.

12.32.

Let / be a bilinear form on V. For any subset S of V, let
St={veV:f(u,v)=0foreveryuc StandS' = {ve V: f(v,u) =0 forevery u € S}

Show 'ihat: (a)T ST and ST are subspaces of V; (b) S; CS, implies S5 CS; and S) CS[;
© {0} ={o} =¥

Suppose f is a bilinear form on V. Prove that: rank( /) = dim ¥ — dim ¥+ = dim ¥ — dim V", and hence,
dim ¥+ = dim V7.

Let f be a bilinear form on V. For each u € V, letii:V — K and @:V — K be defined by i(x) = f(x,u) and
i(x) = f(u,x). Prove the following:

(a) 4 and @ are each linear; i.e., u,u € V¥,
(b) u— u and u — @ are each linear mappings from ¥ into V'*,
(c) rank(f) = rank(u — @) = rank(u — ).

Show that congruence of matrices (denoted by ~) is an equivalence relation; that is,
(i) A =~ A4; (ii)) If A ~ B, then B~ A; (iii)) If 4 ~ B and B~ C, then 4 ~ C.

Symmetric Bilinear Forms, Quadratic Forms

12.33.

12.34.

12.35.

12.36.

12.37.

12.38.

12.39.

Find the symmetric matrix 4 belonging to each of the following quadratic forms:
(@ q(x,y,z) — 2x* — 8xy +1? — 16xz + 14yz + 522, © qlx,y,z) =xp+)y* +4dxz+2°
®) q(x,p,2) =x* —xz+)%, @ q(x,y,z) =xy+yz

For each of the following symmetric matrices 4, find a nonsingular matrix P such that D = PTAP is
diagonal:

10 2 1 -2 1 _}’;?(2)

@@ A4=10 3 6[,(b) A=|-2 5 3|,(c 4=
o 11 2
2 6 7 13 =2 5 0 2 -1

Let g(x,y) = 2x* —6xy —3y* and x=s5+2t,y=3s — ¢

(a) Rewrite ¢(x,y) in matrix notation, and find the matrix 4 representing the quadratic form.

(b) Rewrite the linear substitution using matrix notation, and find the matrix P corresponding to the
substitution.

(c) Find g(s, ) using (i) direct substitution, (ii) matrix notation.
For each of the following quadratic forms ¢(x,y,z), find a nonsingular linear substitution expressing the
variables x,y,z in terms of variables r, s, ¢ such that g(r, s, t) is diagonal:

@ q(x,y,z) =x* + 6xy + 82 — 4xz + 2yz — 922,
() q(x,y,z) = 2x* — 3y* + 8xz + 12yz + 2522,
(©) q(x,y,z) = x* 4+ 2xy + 3y? + 4z + 8yz + 622

In each case, find the rank and signature.

Give an example of a quadratic form ¢(x,y) such that g(u) = 0 and ¢(v) = 0 but g(u + v) # 0.
Let S(¥) denote all symmetric bilinear forms on V. Show that

(@) S(V) is a subspace of B(V); (b) If dim V' = n, then dim S(V) =jn(n+ 1).

Consider a real quadratic polynomial g(x,,...,x,) = Zl" 1 4XiX;, where a; = a;.
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(a) Ifa;, # 0, show that the substitution
1
X =n _;(a12y2+”'+alnyn)v Xy = Y2, ey Xy = Vu
1

yields the equation g(x,,...,x,) = a;; )2 +¢ (v2,--.,»,), Where ¢ is also a quadratic polynomial.
(b) If a;; = 0 but, say, a;, # 0, show that the substitution
Xp =y1+ ), Xy =y1 — V2, X3 =3, ey Xy = Vn

yields the equation q(xy,...,x,) = > b;y;y;, where by # 0, which reduces this case to case (a).

Remark: This method of diagonalizing ¢ is known as completing the square.

Positive Definite Quadratic Forms

12.40.

12.41.

12.42.

Determine whether or not each of the following quadratic forms is positive definite:
@ q(x,y) =42+ 5xy + 77, (©) q(x,y,z) = x* 4+ 4xy + 517 + 6xz + 2yz + 422
(b) qx,y) = 2x> — 3xy — 7, (d) q(x,y,2) = x> + 2xy + 2)? + dxz + 6yz + 722

Find those values of & such that the given quadratic form is positive definite:

@ qy)=2¢-5wp+k? () qlxy) =3 —ky+12°
(©) q(x,y,z) = x* + 2xy + 2y* + 2xz + 6yz + kz*

Suppose 4 is a real symmetric positive definite matrix. Show that 4 = PP for some nonsingular matrix P.

Hermitian Forms

12.43.

12.44.

12.45.

12.46.

12.47.

Modify Algorithm 12.1 so that, for a given Hermitian matrix #, it finds a nonsingular matrix P for which
D = PTAP is diagonal.

For each Hermitian matrix H, find a nonsingular matrix P such that D = PTHP is diagonal:

. . i 24
(@) H:[f. 2’} (b) H:{2j3. 21“5’], © H=| —i 2 1-i
! ! 2—i 1+i 2

Find the rank and signature in each case.
Let 4 be a complex nonsingular matrix. Show that H = 4*4 is Hermitian and positive definite.

We say that B is Hermitian congruent to 4 if there exists a nonsingular matrix P such that B = P7AP or,
equivalently, if there exists a nonsingular matrix Q such that B = 0*4Q. Show that Hermitian congruence
is an equivalence relation. (Note: If P = Q, then PTAP = Q*A4Q.)

Prove Theorem 12.7: Let f be a Hermitian form on V. Then there is a basis S of V' in which f is represented
by a diagonal matrix, and every such diagonal representation has the same number p of positive entries and
the same number n of negative entries.

Miscellaneous Problems

12.48.

12.49.

Let e denote an elementary row operation, and let /* denote the corresponding conjugate column operation
(where each scalar & in e is replaced by & in f*). Show that the elementary matrix corresponding to /* is
the conjugate transpose of the elementary matrix corresponding to e.

Let V and W be vector spaces over K. A mapping f:V x W — K is called a bilinear form on V and W if
@) f(av, +bvy, w)=af (v, w) +bf(vy,w),
(i) f(v, aw; +bw,) = af (v, w) + bf (v, w,)

for every a,b € K, v; € V,w; € W. Prove the following:
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12.50.

(a)
(b)

The set B(V, W) of bilinear forms on ¥ and W is a subspace of the vector space of functions from
V x W into K.

If {¢,....,¢,} is a basis of V* and {o,...,0,} is a Dbasis of W* then
{fyri=1,...,mj=1,...,n} is a basis of B(V, W), where f; is defined by f;(v,w) = ¢;(v)a;(w).
Thus, dim B(V, W) = dim ¥ dim W.

[Note that if ' = W, then we obtain the space B(V) investigated in this chapter.]

m times

—N—
Let V' be a vector space over K. A mapping /:V x V x ... x V — K is called a multilinear (or m-linear)
form on V if f is linear in each variable; that is, fori = 1,...,m,

(@)

(b)

fC.., auvbv, ..)=af(....i,...)+bf(....0,...)

where .. denotes the ith element, and other elements are held fixed. An m-linear form f is said to be
alternating if f (v, ... v,) = 0 whenever v; = v; for i # j. Prove the following:

The set B,,(V) of m-linear forms on ¥ is a subspace of the vector space of functions from
VxVx---xVinto K.

The set 4,,(V) of alternating m-linear forms on ¥ is a subspace of B,,(V).

Remark 1: If m = 2, then we obtain the space B(V) investigated in this chapter.

Remark 2: If IV = K™, then the determinant function is an alternating m-linear form on V.

ANSWERS TO SUPPLEMENTARY PROBLEMS

Notation: M = [R;; R,; ...] denotes a matrix M with rows R, R,,.. ..
12.24. (a) yes, (b) no, (c) yes, (d) no, (e) no, (f) vyes
12.25. (a) 4=1[4,1; 7,3], (b) B=10,—4; 20,32], (c) P=1[3,5 -2,-2]
12.26. (b) [1,0,2,0; 0,1,0,2; 3,0,5,0; 0,3,0,5]
12.33. (a) [271_4a_18a _47177; _87775], (?) [11707_%;10a 1170; _1%7070}5
(C) [07§>2a 5,1,0; 27 71]a (d) [07§a ; 57071; 570:5; 07570]
12.34. (a) P=[1,0,—2; 0,1,-2; 0,0,1], D = diag(1,3,-9);
(b) P=]1,2,—11; 0,1,-5; 0,0,1], D = diag(1,1,—28);
(¢ P=1[1,1,-1,-4; 0,1,—1,-2; 0,0,1,0; 0,0,0,1], D = diag(1,1,0,-9)
12.35. 4 =[2,-3; —3,-3],P=[1,2; 3,—1], q(s,t) = —43s> — dst + 17/
12.36. (a) x=r—35s—19%, y=s+7t, z=1; q(r,s,t) =r> — s> + 361
(b) x=r—2t, y=s+2t, z=t q(r,s,t) =2r> — 35> +29¢;
(€ x=r—s—t, y=s—t, z=t; qlrs,t)=r>—2s
12.37. q(x,y):xZ—yz,u:(l,l), ’U:(l,—l)
12.40. (a) yes, (b) no, (c) no, (d) yes
1241. (a) k>%, (b)) -12<k<12, () k>5
12.44. (a) P=[l,i; 0,1],D=1,s=2; (b) P=][1,-2+3i; 0,1], D=diag(l,—14), s =0,
(c) P=[1,i,-3+1i; 0,1,i; 0,0,1], D=diag(1,1,—4),s=1



Linear Operators on Inner
Product Spaces

13.1 Introduction

This chapter investigates the space A(V) of linear operators 7 on an inner product space V. (See

Chapter 7.) Thus, the base field K is either the real numbers R or the complex numbers C. In fact, different

terminologies will be used for the real case and the complex case. We also use the fact that the inner

products on real Euclidean space R” and complex Euclidean space C" may be defined, respectively, by
(u,v) =u'v and (u,v) =u'v

where u and v are column vectors.

The reader should review the material in Chapter 7 and be very familiar with the notions of norm
(length), orthogonality, and orthonormal bases. We also note that Chapter 7 mainly dealt with real inner
product spaces, whereas here we assume that V' is a complex inner product space unless otherwise stated
or implied.

Lastly, we note that in Chapter 2, we used 47 to denote the conjugate transpose of a complex matrix 4;
that is, A = A7. This notation is not standard. Many texts, expecially advanced texts, use A* to denote
such a matrix; we will use that notation in this chapter. That is, now 4* = AT,

13.2 Adjoint Operators

We begin with the following basic definition.

DEFINITION: A linear operator T on an inner product space V' is said to have an adjoint operator T*
on V if (T(u),v) = (u, T*(v)) for every u,v € V.

The following example shows that the adjoint operator has a simple description within the context of
matrix mappings.

EXAMPLE 13.1
(a) Let A be a real n-square matrix viewed as a linear operator on R". Then, for every u, v € R,,,
(Au, v) = (Au) v =u"ATv = (u, 4" v)
Thus, the transpose A7 of 4 is the adjoint of 4.
(b) Let B be a complex n-square matrix viewed as a linear operator on C". Then for every u, v, € C",
(Bu,v) = (Bu) v = u" B"o = u" B¥v = (u, B*v)

Thus, the conjugate transpose B* of B is the adjoint of B.

— e
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Remark: B* may mean either the adjoint of B as a linear operator or the conjugate transpose of B
as a matrix. By Example 13.1(b), the ambiguity makes no difference, because they denote the same
object.

The following theorem (proved in Problem 13.4) is the main result in this section.

THEOREM 13.1:  Let T be a linear operator on a finite-dimensional inner product space V' over K.
Then

(i) There exists a unique linear operator 7'* on V' such that (7'(u), v) = (u, T*(v))
for every u, v € V. (That is, T has an adjoint 7*.)

(i) If 4 is the matrix representation 7" with respect to any orthonormal basis
S = {u;} of V, then the matrix representation of 7* in the basis S is the
conjugate transpose 4* of A (or the transpose A7 of A when K is real).

We emphasize that no such simple relationship exists between the matrices representing 7 and 7* if
the basis is not orthonormal. Thus, we see one useful property of orthonormal bases. We also emphasize
that this theorem is not valid if V" has infinite dimension (Problem 13.31).

The following theorem (proved in Problem 13.5) summarizes some of the properties of the adjoint.

THEOREM 13.2:  Let 7,7}, 7, be linear operators on V' and let £ € K. Then
O (M+DL)*=1+T13  Gi) (117)* =TT,
(i) (kT)* = kT*, (iv) (T**=T.

Observe the similarity between the above theorem and Theorem 2.3 on properties of the transpose
operation on matrices.

Linear Functionals and Inner Product Spaces

Recall (Chapter 11) that a linear functional ¢ on a vector space V is a linear mapping ¢:V — K. This
subsection contains an important result (Theorem 13.3) that is used in the proof of the above basic
Theorem 13.1.

Let V' be an inner product space. Each u € V' determines a mapping #:V — K defined by

i(v) = (v, u)
Now, for any a,b € K and any v, v, € V,
i(av, + bvy) = (av, + bvy, u) = alvy,u) + b{vy,u) = aii(v;) + bii(v,)

That is, @ is a linear functional on V. The converse is also true for spaces of finite dimension and it is
contained in the following important theorem (proved in Problem 13.3).

THEOREM 13.3:  Let ¢ be a linear functional on a finite-dimensional inner product space V. Then
there exists a unique vector u € V such that ¢(v) = (v,u) for every v € V.

We remark that the above theorem is not valid for spaces of infinite dimension (Problem 13.24).

13.3 Analogy Between A(V) and C, Special Linear Operators

Let A(V) denote the algebra of all linear operators on a finite-dimensional inner product space V. The
adjoint mapping 7 +— T* on A(V') is quite analogous to the conjugation mapping z — z on the complex
field C. To illustrate this analogy we identify in Table 13-1 certain classes of operators 7 € A(V) whose
behavior under the adjoint map imitates the behavior under conjugation of familiar classes of complex
numbers.

The analogy between these operators 7' and complex numbers z is reflected in the next theorem.
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Table 13-1
Class of complex Behavior under Behavior under the
numbers conjugation Class of operators in A(V) adjoint map
Unit circle (|z| = 1) z=1/z Orthogonal operators (real case) T*=T""!

Unitary operators (complex case)

Self-adjoint operators
Also called:

Real axis zZ=z symmetric (real case) T*=T
Hermitian (complex case)
Skew-adjoint operators
Also called:
Imaginary axis Z=—z skew-symmetric (real case) T* =-T

skew-Hermitian (complex case)

Positive real axis z=ww,w#0 Positive definite operators T =S8*S
(0,00) with S nonsingular

THEOREM 13.4: Let 4 be an eigenvalue of a linear operator 7' on V.

(i) If 7* = T~! (ie., T is orthogonal or unitary), then |A| = 1.
(i) If T* =T (i.e., T is self-adjoint), then A is real.
(iii)) If T* = —T (i.e., T is skew-adjoint), then A is pure imaginary.
(iv) If T = $*S with S nonsingular (i.e., T is positive definite), then 4 is real and
positive.

Proof. In each case let v be a nonzero eigenvector of 7 belonging to A; that is, 7(v) = Av with
v # 0. Hence, (v, v) is positive.

Proof of (i). We show that (v, v) = (v, v):
(v, v) = (A, Jv) = (T(v), T(v)) = (v, T*T(v)) = (v,1(v)) = (v, v)

But (v, v) # 0; hence, A2 = 1 and so |/| = 1.

Proof of (ii). We show that (v, v) = i(v, v):

M, v) = Qw, v) = (T (v),v) = (v, T*(v)) = (v, T(v)) = (v, Av) = (v, v)

But (v, v) # 0; hence, / = 4 and so / is real.

Proof of (iii). We show that (v, v) = —A(v, v):

Mo, v) = (A, v) = (T(v),v) = (v, T*(v)) = (v, =T (v)) = (v, —Av) = —i(v, )

But (v, v) # 0; hence, 4 = —/ or 4 = —/, and so /A is pure imaginary.

Proof of (iv). Note first that S(v) # 0 because S is nonsingular; hence, (S(v), S(v)) is positive. We
show that A(v, v) = (S(v),S(v)):

A, v) = (40, v) = (T(v), v) = (§*S(v), v) = (S(v), S(v))

But (v, v) and (S(v),S(v)) are positive; hence, 4 is positive.
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Remark: Each of the above operators 7 commutes with its adjoint; that is, 77* = T*T. Such
operators are called normal operators.

13.4 Self-Adjoint Operators

Let T be a self-adjoint operator on an inner product space V; that is, suppose
T*=T

(If T is defined by a matrix A, then 4 is symmetric or Hermitian according as 4 is real or complex.) By
Theorem 13.4, the eigenvalues of T are real. The following is another important property of 7.

THEOREM 13.5: Let T be a self-adjoint operator on V. Suppose u and v are eigenvectors of T
belonging to distinct eigenvalues. Then u and v are orthogonal; that is, (u, v) = 0.

Proof. Suppose T(u) = Aju and T(v) = A,v, where A, # 1,. We show that 4, (u, v) = A, (u, v):
A, v) = (4, v) = (T(u), v) = (u, T*(v)) = (u, T(v))
=

= <”> 220> “2(”7 U> = “2(”7 ’U>

(The fourth equality uses the fact that 7* = 7, and the last equality uses the fact that the eigenvalue /, is
real.) Because A, # /,, we get (u, v) = 0. Thus, the theorem is proved.

13.5 Orthogonal and Unitary Operators

Let U be a linear operator on a finite-dimensional inner product space V. Suppose
U*=0U"" or equivalently UU*=U*U =1

Recall that U is said to be orthogonal or unitary according as the underlying field is real or complex. The
next theorem (proved in Problem 13.10) gives alternative characterizations of these operators.

THEOREM 13.6:  The following conditions on an operator U are equivalent:
(i) U* =U"!; thatis, UU* = U*U = I. [U is unitary (orthogonal).]
(il)) U preserves inner products; that is, for every v, w € V,
(U(v), Uw)) = (v,w).
(iii) U preserves lengths; that is, for every v € V, ||U(v)|| = ||v]|.
EXAMPLE 13.2

(a) Let T:R? — R be the linear operator that rotates each vector v about the z-axis by a fixed angle 6 as shown in
Fig. 10-1 (Section 10.3). That is, T is defined by

T(x,y,z) = (xcos0 — ysinf, xsinf + ycosl, z)
We note that lengths (distances from the origin) are preserved under 7. Thus, T is an orthogonal operator.
(b) Let V be l,-space (Hilbert space), defined in Section 7.3. Let T:7 — V be the linear operator defined by
T(a,,ay,a3,...)=(0,a,a5,a;,...)

Clearly, T preserves inner products and lengths. However, T is not surjective, because, for example, (1,0,0,...)
does not belong to the image of T'; hence, T is not invertible. Thus, we see that Theorem 13.6 is not valid for
spaces of infinite dimension.

An isomorphism from one inner product space into another is a bijective mapping that preserves the
three basic operations of an inner product space: vector addition, scalar multiplication, and inner
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products. Thus, the above mappings (orthogonal and unitary) may also be characterized as the
isomorphisms of V into itself. Note that such a mapping U also preserves distances, because

[U(v) = UW)|| = [U(v =w)l| = [l = w]

Hence, U is called an isometry.

13.6 Orthogonal and Unitary Matrices

Let U be a linear operator on an inner product space V. By Theorem 13.1, we obtain the following results.

THEOREM 13.7A: A complex matrix A4 represents a unitary operator U (relative to an orthonormal
basis) if and only if A* = 47!

THEOREM 13.7B: A real matrix A4 represents an orthogonal operator U (relative to an orthonormal
basis) if and only if 47 = 47!

The above theorems motivate the following definitions (which appeared in Sections 2.10 and 2.11).
DEFINITION: A complex matrix A for which 4* = A~! is called a unitary matrix.
DEFINITION: A real matrix 4 for which A7 = 47" is called an orthogonal matrix.

We repeat Theorem 2.6, which characterizes the above matrices.

THEOREM 13.8:  The following conditions on a matrix 4 are equivalent:
(i) A is unitary (orthogonal).
(i1)) The rows of 4 form an orthonormal set.
(iii)) The columns of 4 form an orthonormal set.

13.7 Change of Orthonormal Basis

Orthonormal bases play a special role in the theory of inner product spaces V. Thus, we are naturally
interested in the properties of the change-of-basis matrix from one such basis to another. The following
theorem (proved in Problem 13.12) holds.

THEOREM 13.9:  Let {u;,...,u,} be an orthonormal basis of an inner product space V. Then the
change-of-basis matrix from {u;} into another orthonormal basis is unitary
(orthogonal). Conversely, if P = [a;] is a unitary (orthogonal) matrix, then the
following is an orthonormal basis:

' i
{u; = ayjuy + aguy + - +ayu,i=1,....n}

Recall that matrices 4 and B representing the same linear operator T are similar; that is, B = P~14P,
where P is the (nonsingular) change-of-basis matrix. On the other hand, if V' is an inner product space, we
are usually interested in the case when P is unitary (or orthogonal) as suggested by Theorem 13.9. (Recall
that P is unitary if the conjugate tranpose P* = P~!, and P is orthogonal if the transpose PT = P~!.) This
leads to the following definition.

DEFINITION: Complex matrices 4 and B are unitarily equivalent if there exists a unitary matrix P
for which B = P*4P. Analogously, real matrices A and B are orthogonally equivalent

if there exists an orthogonal matrix P for which B = P4P.

Note that orthogonally equivalent matrices are necessarily congruent.
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13.8 Positive Definite and Positive Operators

Let P be a linear operator on an inner product space V. Then

(1) P is said to be positive definite if P = S*S for some nonsingular operators S.
(ii) P is said to be positive (or nonnegative or semidefinite) if P = S*S for some operator S.

The following theorems give alternative characterizations of these operators.

THEOREM 13.10A:  The following conditions on an operator P are equivalent:

(i) P = T? for some nonsingular self-adjoint operator 7.
(i) P is positive definite.
(iii) P is self-adjoint and (P(u),u) > 0 for every u # 0 in V.

The corresponding theorem for positive operators (proved in Problem 13.21) follows.

THEOREM 13.10B:  The following conditions on an operator P are equivalent:

(i) P = T? for some self-adjoint operator T.
(i) P is positive; that is, P = S§*S.
(iii) P is self-adjoint and (P(u),u) > 0 for every u € V.

13.9 Diagonalization and Canonical Forms in Inner Product Spaces

Let T be a linear operator on a finite-dimensional inner product space V over K. Representing 7 by a
diagonal matrix depends upon the eigenvectors and eigenvalues of T, and hence, upon the roots of
the characteristic polynomial A(7) of 7. Now A(¢) always factors into linear polynomials over the
complex field C but may not have any linear polynomials over the real field R. Thus, the situation
for real inner product spaces (sometimes called Euclidean spaces) is inherently different than the
situation for complex inner product spaces (sometimes called unitary spaces). Thus, we treat them
separately.

Real Inner Product Spaces, Symmetric and Orthogonal Operators
The following theorem (proved in Problem 13.14) holds.

THEOREM 13.11:  Let 7 be a symmetric (self-adjoint) operator on a real finite-dimensional product
space V. Then there exists an orthonormal basis of V' consisting of eigenvectors of
T; that is, T can be represented by a diagonal matrix relative to an orthonormal
basis.

We give the corresponding statement for matrices.

THEOREM 13.11:  (Alternative Form) Let 4 be a real symmetric matrix. Then there exists an
orthogonal matrix P such that B = P~'4P = PT4P is diagonal.

We can choose the columns of the above matrix P to be normalized orthogonal eigenvectors of 4; then
the diagonal entries of B are the corresponding eigenvalues.

On the other hand, an orthogonal operator T need not be symmetric, and so it may not be represented
by a diagonal matrix relative to an orthonormal matrix. However, such a matrix 7" does have a simple
canonical representation, as described in the following theorem (proved in Problem 13.16).
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THEOREM 13.12:  Let 7 be an orthogonal operator on a real inner product space V. Then there exists
an orthonormal basis of V' in which T is represented by a block diagonal matrix M
of the form

M:diag<ls, _1, {cos@l —sm@l}’ L [cos@, —smH,])

sin 0, cos 0, sinf,  cos0,

The reader may recognize that each of the 2 x 2 diagonal blocks represents a rotation in the
corresponding two-dimensional subspace, and each diagonal entry —1 represents a reflection in the
corresponding one-dimensional subspace.

Complex Inner Product Spaces, Normal and Triangular Operators

A linear operator T is said to be normal if it commutes with its adjoint—that is, if 77* = T*T. We note
that normal operators include both self-adjoint and unitary operators.

Analogously, a complex matrix A4 is said to be normal if it commutes with its conjugate transpose—
that is, if 44* = A*A.

1 1 « |1 —i
EXAMPLE 13.3 Let 4 = L, 3+2ll.ThenA = {1 3_21.}
2

k
Also AA* = [3—1—31’

3 1_431] = A*A. Thus, A4 is normal.

The following theorem (proved in Problem 13.19) holds.
THEOREM 13.13:  Let T be a normal operator on a complex finite-dimensional inner product space V.
Then there exists an orthonormal basis of V' consisting of eigenvectors of T’; that
is, T can be represented by a diagonal matrix relative to an orthonormal basis.

We give the corresponding statement for matrices.

THEOREM 13.13:  (Alternative Form) Let 4 be a normal matrix. Then there exists a unitary matrix
P such that B = P~'4P = P*AP is diagonal.

The following theorem (proved in Problem 13.20) shows that even nonnormal operators on unitary
spaces have a relatively simple form.

THEOREM 13.14:  Let T be an arbitrary operator on a complex finite-dimensional inner product space
V. Then T can be represented by a triangular matrix relative to an orthonormal
basis of V.

THEOREM 13.14:  (Alternative Form) Let 4 be an arbitrary complex matrix. Then there exists a
unitary matrix P such that B = P~'AP = P*AP is triangular.

13.10 Spectral Theorem

The Spectral Theorem is a reformulation of the diagonalization Theorems 13.11 and 13.13.

THEOREM 13.15:  (Spectral Theorem) Let 7 be a normal (symmetric) operator on a complex (real)
finite-dimensional inner product space V. Then there exists linear operators
E,,...,E.on V and scalars 4, ..., 4, such that

(1) T:;LIE1+;L2E2+"'+/1},E’,, (111) E%:EI,E%:E27...7E}%:E”
(i) E,+E,+---+E. =1, (iv) EE; =0fori#}.
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The above linear operators E, ..., E, are projections in the sense that E? = E;. Moreover, they are
said to be orthogonal projections because they have the additional property that E,E; = 0 for i # j.

The following example shows the relationship between a diagonal matrix representation and the
corresponding orthogonal projections.

EXAMPLE 13.4 Consider the following diagonal matrices 4, E|, E,, E3:
2 1 0 0

A: B E1:

The reader can verify that

. _ .. _ cen 2 _ . _ . .
- 1 s — 4 - 5 - .
() A=2E, +3E,+5E;5, (i) E\+E,+E =1, (1) E =E,@{v) EE =0 fori#j

SOLVED PROBLEMS

Adjoints
13.1. Find the adjoint of F:R® — R® defined by
F(x,y,z) = 3x+4y—5z, 2x—6y+7z, 5x—9y+z)

First find the matrix A4 that represents F in the usual basis of R3—that is, the matrix 4 whose rows are
the coefficients of x,y,z—and then form the transpose A7 of A. This yields

3 4 -5 3 2 5
A=12 -6 7 andthen A4"=| 4 —6 -9
5 -9 1 -5 7 1
The adjoint F'* is represented by the transpose of 4; hence,

F*(x,y,z) = Bx+2y+ 5z, 4x— 6y —9z, —5x+7y+2z)

13.2. Find the adjoint of G:C*> — C* defined by
G(x,y,z) = 2x+ (1 — i)y, (3+2i)x—4iz, 2ix+ (4 —3i)y — 3Z]

First find the matrix B that represents G in the usual basis of C>, and then form the conjugate transpose
B* of B. This yields

2 1—i 0 2 3-2i =2
B=|3+2i 0 —4i and then B¥*=|1+1i 0 4+ 3§

2i 4-3i -3 0 4i -3

Then G*(x,y,z) = [2x + (3 — 2i)y — 2iz, (1 +i)x+ (4 + 3i)z, 4iy — 3z].

13.3. Prove Theorem 13.3: Let ¢ be a linear functional on an n-dimensional inner product space V.
Then there exists a unique vector € V such that ¢(v) = (v, u) for every v € V.

Let {wy,...,w,} be an orthonormal basis of V. Set

u=pw)wy + opwy)w, + -+ p(w,)w,

Let # be the linear functional on ¥ defined by é(v) = (v,u) for every v € V. Then, fori=1,...,n,

a(w;) = (wi,u) = (W, pw)wy + -+ p(w,)w,) = P(w;)
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13.4.

13.5.

Because # and ¢ agree on each basis vector, it = ¢.

Now suppose # is another vector in ¥ for which ¢(v) = (v,u) for every v € V. Then (v,u) = (v,u)
or (v, u—u')=0. In particular, this is true for v =u —«/, and so (u — ', u—u') =0. This yields
u—1u' =0 and u = . Thus, such a vector u is unique, as claimed.

Prove Theorem 13.1: Let T be a linear operator on an n-dimensional inner product space V. Then

(a) There exists a unique linear operator 7* on V such that
(T(u),v) = (u,T*(v)y forall u,veV.

(b) Let 4 be the matrix that represents 7 relative to an orthonormal basis S = {u;}. Then the
conjugate transpose A* of 4 represents 7* in the basis S.

(a) We first define the mapping T*. Let v be an arbitrary but fixed element of V. The map u +— (T (u), v)
is a linear functional on V. Hence, by Theorem 13.3, there exists a unique element v' € V' such
that (T(u),v) = (u,v') for every ueV. We define T*:V —V by T*(v)=1v. Then
(T(u), vy = (u, T*(v)) for every u,v € V.

We next show that T* is linear. For any u,v; € V; and any a,b € K,

(u, T*(avy +bvy)) = (T(u), avl+bvz>:ﬁ<T( ), 1)+ b(T(u), vy)
a(u, T*(v))) + b(u, T*(vy)) = (u,aT*(v)) + bT*(v,))

But this is true for every u € V; hence, T*(av, + bv,) = aT*(v;) + bT*(v,). Thus, T* is linear.

(b) The matrices 4 = [a;] and B = [b;] that represent T and T*, respectively, relative to the orthonormal
basis S are given by a; = (T'(u;),u;) and b; = (T*(w;),u;) (Problem 13.67). Hence,

by = (T*(w;), u;) = (i, T*(uy)) = (T(w;), u7) = @

Thus, B = A*, as claimed.

Prove Theorem 13.2:

O (+DT)*=TF+T% (i) (IT)*=T
(i) (KT)* = kT*, (v) (T*)*=T.
(i) Forany u,v €V,

(T + 1) (), v) = (T1(u) + To(w), v) = (Ti(u),v) + (Tr(u), v)

N
~
=%

The uniqueness of the adjoint implies (7} + 7,)* = TF + T%.
(i) For any u,v €V,

((kT)(u), ) = (kT (u), v) = k(T (u), v) = k{u, T*(v)) = (u,kT*(v)) = (u, (kT*)(v))
The uniqueness of the adjoint implies (kT)* = kT*.
(iii) For any u,v € V,

—%
—
<
=
Ny

(M) (w), v) = (T\(Tr(w)), v) = (T1(w), T
= (u, T3(TF(0))) = (u, (TETT)(v))
The uniqueness of the adjoint implies (7, 7,)* = T5T%.
(iv) For any u,v €V,

(T*(u), v) = (v, T*(u)) = (T(v),u) = (u, T(v))

The uniqueness of the adjoint implies (7*)* = T.



€ —— CHAPTER 13 Linear Operators on Inner Product Spaces

13.6. Show that (a) [* =1, and (b) 0* =0.

(a) Forevery u,v eV, (I(u),v) = (u,v) = (u,I(v)); hence, [* = 1.
(b) For every u,v €V, (0(u),v) = (0,v) =0 = (u,0) = (u,0(v)); hence, 0* = 0.

13.7. Suppose T is invertible. Show that (7-1)* = (7*)™".
I =1%= (TT7')* = (T~")*T*; hence, (T~')* = (T*) .

13.8. Let T be a linear operator on V, and let W be a T-invariant subspace of V. Show that W+ is
invariant under 77*.

Let u€ W-. If we W, then T(w) € W and so (w,T*(u)) = (T(w),u) = 0. Thus, T*(u) € W+
because it is orthogonal to every w € W. Hence, W+ is invariant under T*.

13.9. Let T be a linear operator on V. Show that each of the following conditions implies 7 = 0:
(i) (T(u),v) =0 for every u,v € V.
(if) ¥ is a complex space, and (T'(u),u) = 0 for every u € V.
(iii) T is self-adjoint and (7T'(u),u) = 0 for every u € V.

Give an example of an operator T on a real space ¥ for which (T'(u),u) = 0 for every u € V but T # 0.
[Thus, (ii) need not hold for a real space V]

(i) Set v = T(u). Then (T (u), T(u)) = 0, and hence, T(u) = 0, for every u € V. Accordingly, T = 0.

(ii) By hypothesis, (T(v+w), v+ w) =0 for any v,w € V. Expanding and setting (7' (v), v) = 0 and
(T(w),w) =0, we find
(T(v),w) +(T(w),v) =0 (1)

Note w is arbitrary in (1). Substituting iw for w, and using (T (v), iw) = (T (v), w) = —i(T (v), w) and
(T(iw), v) = (iT(w),v) = i{T(w), v), we find

—i(T(v),w) +i{T(w),v) =0
Dividing through by i and adding to (1), we obtain (T'(w), v) = 0 for any v,w, € V. By (i), T = 0.
(iii) By (ii), the result holds for the complex case; hence we need only consider the real case. Expanding
(T(v+w), v+ w) =0, we again obtain (1). Because T is self-adjoint and as it is a real space, we
have (T(w), v) = (w, T(v)) = (T(v),w). Substituting this into (1), we obtain (7'(v), w) = 0 for any
v,we V.By (i), T =0.
For an example, consider the linear operator 7 on R? defined by T'(x,y) = (y, —x). Then
(T(u),u) =0 for every u € V, but T # 0.
Orthogonal and Unitary Operators and Matrices
13.10. Prove Theorem 13.6: The following conditions on an operator U are equivalent:

(i) U*=U"";thatis, U is unitary. (i) (U(v),U(w)) = (u,w). (iii) [|U(v)]| = |v].
Suppose (i) holds. Then, for every v, w, € V,

(U(v), Uw)) = (0, U*U(w)) = (v,1(w)) = (v, w)
Thus, (i) implies (ii). Now if (ii) holds, then
1U)[| = V{U(0), U(v)) = V/{v,0) = ||v]

Hence, (ii) implies (iii). It remains to show that (iii) implies ().
Suppose (iii) holds. Then for every v € V,

(U*U(v)) = (U(v), U(v)) = (v, 0) = (I(v), v)

Hence, ((U*U —I)(v), v) =0 for every v € V. But U*U — [ is self-adjoint (Prove!); then, by Problem
13.9, we have U*U — [ = 0 and so U*U = [. Thus, U* = U~!, as claimed.




CHAPTER 13 Linear Operators on Inner Product Spaces —@

13.11.

13.12.

Let U be a unitary (orthogonal) operator on ¥, and let W be a subspace invariant under U. Show
that W+ is also invariant under U.

Because U is nonsingular, U(W) = W, that is, for any w € W, there exists w € W such that
U(W) =w. Now let v € W, Then, for any w € W,

(U(v),w) = (U(v), UW)) = (0,w) =0

Thus, U(v) belongs to W+. Therefore, W+ is invariant under U.

Prove Theorem 13.9: The change-of-basis matrix from an orthonormal basis {u,,...,u,} into
another orthonormal basis is unitary (orthogonal). Conversely, if P = [a;] is a unitary (ortho-
gonal) matrix, then the vectors u; = Z aju; form an orthonormal basis.

Suppose {v;} is another orthonormal basis and suppose
Ui:bilul+bi2u2+ +bmun7 izlv'--vn (1)
Because {v;} is orthonormal,

51]' = <Ui7 vj) = bllbl + bl2b +- bmbjn (2)
Let B = [b;] be the matrix of coefficients in (1). (Then BT is the change-of-basis matrix from {;} to
{v;}.) Then BB* = [c;], where ¢;; = b;;bj, + bybjy + - - - + by,b,,. By (2), ¢;; = 9;;, and therefore BB* = I.
Accordingly, B, and hence BT, 1s unltary
It remains to prove that {u}} is orthonormal. By Problem 13.67,
<ul’uj> ali@+a2i@+ +aman] <C C>
where C; denotes the ith column of the unitary (orthogonal) matrix P = [a;]. Because P is unitary

(orthogonal), its columns are orthonormal; hence, (i, u;) = (C;, C;) = J;;. Thus, {u;} is an orthonormal basis.

Symmetric Operators and Canonical Forms in Euclidean Spaces

13.13.

13.14.

Let T be a symmetric operator. Show that (a) The characteristic polynomial A(¢) of T is a
product of linear polynomials (over R); (b) 7 has a nonzero eigenvector.

(a) Let 4 be a matrix representing 7 relative to an orthonormal basis of V; then 4 = A”. Let A(¢) be the
characteristic polynomial of A. Viewing 4 as a complex self-adjoint operator, 4 has only real
eigenvalues by Theorem 13.4. Thus,

At) = (1= 2)(t = Ap) -+ (1 = 4,)
where the /; are all real. In other words, A(¢) is a product of linear polynomials over R.
(b) By (a), T has at least one (real) eigenvalue. Hence, 7 has a nonzero eigenvector.

Prove Theorem 13.11: Let T be a symmetric operator on a real n-dimensional inner product
space V. Then there exists an orthonormal basis of V' consisting of eigenvectors of 7. (Hence, T
can be represented by a diagonal matrix relative to an orthonormal basis.)

The proof is by induction on the dimension of V. If dim V' = 1, the theorem trivially holds. Now
suppose dim V' = n > 1. By Problem 13.13, there exists a nonzero eigenvector v; of 7. Let /¥ be the space
spanned by v;, and let u; be a unit vector in W, e.g., let u; = v, /||v, |-

Because v, is an eigenvector of 7, the subspace W of V is invariant under 7. By Problem 13.8, W+ is
invariant under 7* = T. Thus, the restriction 7' of 7 to W< is a symmetric operator. By Theorem 7.4,
V =W @ W*. Hence, dim W' = n — 1, because dim W = 1. By induction, there exists an orthonormal
basis {u,,...,u,} of Wt consisting of eigenvectors of 7" and hence of 7. But (u,,u,) =0 fori=2,...,n
because u; € W+. Accordingly {u;,u,,...,u,} is an orthonormal set and consists of eigenvectors of T.
Thus, the theorem is proved.
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13.15.

13.16.
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Let g(x,y) = 3x* — 6xy + 11y?. Find an orthonormal change of coordinates (linear substitution)
that diagonalizes the quadratic form g¢.

Find the symmetric matrix 4 representing ¢ and its characteristic polynomial A(¢). We have

a=[ 3 3] wa aw=r e == (20 1)

The eigenvalues are 4 = 2 and 4 = 12. Hence, a diagonal form of ¢ is

q(s, 1) = 25 + 127

(where we use s and ¢ as new variables). The corresponding orthogonal change of coordinates is obtained
by finding an orthogonal set of eigenvectors of 4.
Subtract 2 = 2 down the diagonal of A to obtain the matrix

1 -3
-3 9

. x—3y=0 .
} corresponding to x4+ 9y =0 or x—3y=0

v-|
A nonzero solution is u; = (3, 1). Next subtract 2 = 12 down the diagonal of 4 to obtain the matrix

-9 -3
-3 -1

. —9x —-3y=0 _
} corresponding to B or —3x—-y=0

A nonzero solution is u, = (—1,3). Normalize u; and u, to obtain the orthonormal basis
i = (3/V10, 1/V10), i, = (—1/V10, 3/V/10)

Now let P be the matrix whose columns are #; and i,. Then

p_ |3/VI0 —1/VI0
110 3/V10

Thus, the required orthogonal change of coordinates is

2 0
and D=P 4P =PUYP= [ }
0 12

{x} P{s} or 35—t s+ 3t
= X =— =
y t V10 7 V10
One can also express s and ¢ in terms of x and y by using P~! = P7; that is,
3x+y ; —x + 3y
s = R =
V10 V10

Prove Theorem 13.12: Let T be an orthogonal operator on a real inner product space V. Then
there exists an orthonormal basis of V' in which T is represented by a block diagonal matrix M of
the form

cos 0, —sin@l} {cos 0, —sinG,})

M:dlag(l,...,1,—1,...,—1, {sin@l cos 0, sinf, cos0,

Let S=T+T' =T+ T* Then S* = (T + T*)* = T* + T = S. Thus, S is a symmetric operator
on V. By Theorem 13.11, there exists an orthonormal basis of V' consisting of eigenvectors of S. If
Aly---y 2, denote the distinct eigenvalues of S, then V' can be decomposed into the direct sum
V=V &V,®  -®V, where the V; consists of the eigenvectors of S belonging to 4;. We claim that
each V; is invariant under 7. For suppose v € V; then S(v) = A,v and

S(T(v)) = (T+T YT (v) = T(T + T ") (v) = TS(v) = T(Av) = 4,T(v)

That is, T(v) € V;. Hence, V; is invariant under 7. Because the V; are orthogonal to each other, we can
restrict our investigation to the way that 7" acts on each individual V;.
On a given V;, we have (T + T~!')v = S(v) = A;v. Multiplying by T, we get

(T? = 4, T +1)(v) =0 (1)
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We consider the cases A; = £2 and A; # £2 separately. If 4, = £2, then (T + 1)2(1)) = 0, which leads to
(T +£1)(v) =0 or T(v) = +v. Thus, T restricted to this V; is either I or —1I.

If /; # £2, then T has no eigenvectors in V;, because, by Theorem 13.4, the only eigenvalues of T are
1 or —1. Accordingly, for v # 0, the vectors v and T(v) are linearly independent. Let 7 be the subspace
spanned by v and T(v). Then W is invariant under 7, because using (1) we get

T(T(v)) = T*(v) = AT(v) —veEW

By Theorem 7.4, V; = W @ W+. Furthermore, by Problem 13.8, W+ is also invariant under 7. Thus, we
can decompose V; into the direct sum of two-dimensional subspaces W; where the W; are orthogonal to
each other and each W, is invariant under 7. Thus, we can restrict our investigation to the way in which 7
acts on each individual ;.

Because 72 — ;T +1 =0, the characteristic polynomial A(f) of 7T acting on W, is
A(t) = £* — J;t + 1. Thus, the determinant of T is 1, the constant term in A(¢). By Theorem 2.7, the
matrix 4 representing 7" acting on W, relative to any orthogonal basis of ¥; must be of the form

cos) —sin0
sin 0 cos 0

The union of the bases of the I¥; gives an orthonormal basis of V;, and the union of the bases of the V; gives

an orthonormal basis of V' in which the matrix representing 7 is of the desired form.

Normal Operators and Canonical Forms in Unitary Spaces

13.17.

13.18.

Determine which of the following matrices is normal:

1 i 1
@) A_[o 1]’“’) B_{l 2+zl

R A | I I e Y N | PR B B

Because A4* # A*A, the matrix A is not normal.

1 i 1 1 2 2+2i 1 1 1 I
* _ _ — R¥
I S | e e R I | S RS

Because BB* = B*B, the matrix B is normal.

Let T be a normal operator. Prove the following:
(a) T(v) =0 if and only if 7*(v) =0. (b) 7 — Al is normal.
(c) If T(v) = Jv, then T*(v) = Lv; hence, any eigenvector of T is also an eigenvector of T*.

(d) If T(v) = A,v and T(w) = A,w where 4, # 4,, then (v,w) = 0; that is, eigenvectors of T
belonging to distinct eigenvalues are orthogonal.

(a) We show that (T(v), T(v)) = (T*(v), T*(v)):
(T(0), T(v)) = (v, T*T(v)) = (v, TT*(v)) = (T*(v), T*(v))
Hence, by [[;] in the definition of the inner product in Section 7.2, 7(v) = 0 if and only if 7*(v) = 0.
(b) We show that 7' — Al commutes with its adjoint:
(T — AT — A)* = (T — A)(T* — A1) = TT* — \T* — JT + )1
= T*T — T — JT* + Al = (T* — A1) (T — Al)
= (T - AD)*(T - Al)

Thus, T — Al is normal.
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13.19.

13.20.

(c) If T(v)=4Av, then (T —Al)(v)=0. Now T — Al is normal by (b); therefore, by (a),
(T — AI)*(v) = 0. That is, (T* — AI)(v) = 0; hence, T*(v) = Av.
(d) We show that 1, (v, w) = A,(v, w):
;“1<f07 W> = <)"1U7 W> = <T(U)7W> = <U7 T*(W)> = <U, z2w> = ;“2<v7 W>

But 4, # Z,; hence, (v, w) = 0.

Prove Theorem 13.13: Let 7 be a normal operator on a complex finite-dimensional inner product
space V. Then there exists an orthonormal basis of V' consisting of eigenvectors of 7. (Thus, T’
can be represented by a diagonal matrix relative to an orthonormal basis.)

The proof is by induction on the dimension of V. If dim V' = 1, then the theorem trivially holds. Now
suppose dim ¥ =n > 1. Because V' is a complex vector space, T has at least one eigenvalue and hence a
nonzero eigenvector v. Let W be the subspace of V' spanned by v, and let u#; be a unit vector in W.

Because v is an eigenvector of 7, the subspace W is invariant under 7. However, v is also an
eigenvector of T* by Problem 13.18; hence, W is also invariant under 7*. By Problem 13.8, W= is
invariant under 7** = T. The remainder of the proof is identical with the latter part of the proof of
Theorem 13.11 (Problem 13.14).

Prove Theorem 13.14: Let T be any operator on a complex finite-dimensional inner product
space V. Then T can be represented by a triangular matrix relative to an orthonormal basis of V.

The proof is by induction on the dimension of V. If dim V" = 1, then the theorem trivially holds. Now
suppose dim V' = n > 1. Because V' is a complex vector space, T has at least one eigenvalue and hence at
least one nonzero eigenvector v. Let ¥ be the subspace of V' spanned by v, and let #; be a unit vector in W.
Then u, is an eigenvector of T and, say, T(u;) = a; u;.

By Theorem 7.4, V = W @ W+. Let E denote the orthogonal projection ¥ into W+. Clearly W+~ is
invariant under the operator ET. By induction, there exists an orthonormal basis {u,, ...,u,} of W+ such
that, fori =2,...,n,

ET(u;) = apty +z uz + -+ + a;;

(Note that {u, u,,...,u,} is an orthonormal basis of V.) But E is the orthogonal projection of ¥ onto W+;
hence, we must have

T(u;) = aguy + apuy + - + au;

for i = 2,...,n. This with T(u;) = a;,u, gives us the desired result.

Miscellaneous Problems

13.21.

Prove Theorem 13.10B: The following are equivalent:

(i) P = T? for some self-adjoint operator T.
(il)) P = S*S for some operator S; that is, P is positive.
(iii) P is self-adjoint and (P(u),u) > 0 for every u € V.
Suppose (i) holds; that is, P = T2 where T = T*. Then P = TT = T*T, and so (i) implies (ii). Now
suppose (ii) holds. Then P* = (S*S)* = §*S** = §*S = P, and so P is self-adjoint. Furthermore,
(P, 1) = (5*S(w),u) = (S(),S(w) = 0

Thus, (ii) implies (iii), and so it remains to prove that (iii) implies (i).

Now suppose (iii) holds. Because P is self-adjoint, there exists an orthonormal basis {u,...,u,} of V
consisting of eigenvectors of P; say, P(y;) = Au;. By Theorem 13.4, the A, are real. Using (iii), we show
that the 4; are nonnegative. We have, for each i,

0 < (P(u;),u;) = (A, u;) = 2wy, uy)

Thus, (u;,u;) > 0 forces 4; > 0, as claimed. Accordingly, \/Z is a real number. Let T be the linear
operator defined by

T(ui):\/fiu,- fori=1,...,n
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13.22.

13.23.

Because T is represented by a real diagonal matrix relative to the orthonormal basis {u;}, T is self-adjoint.
Moreover, for each i,

TZ(”;’) =T(VAu;) = \/ZT(ii) = \/Z\//Tz”z = Jiu; = P(u;)

Because T2 and P agree on a basis of V, P = T?. Thus, the theorem is proved.

Remark: The above operator T is the unique positive operator such that P = T?2; it is called the
positive square root of P.

Show that any operator T is the sum of a self-adjoint operator and a skew-adjoint operator.

Set S =1(T+ T*)and U = 1(T — T*). Then T = S + U, where

1
2

S*:[l(T—}—T*)]*: (T*—I—T**):%(T*—}—T):S

1
d 2
an Uk =[(T-TH*=Y(1*-T)=-L(T-T%)=-U

that is, S is self-adjoint and U is skew-adjoint.

Prove: Let T be an arbitrary linear operator on a finite-dimensional inner product space V. Then
T is a product of a unitary (orthogonal) operator U and a unique positive operator P; that is,
T = UP. Furthermore, if T is invertible, then U is also uniquely determined.

By Theorem 13.10, T*T is a positive operator; hence, there exists a (unique) positive operator P such
that P> = T*T (Problem 13.43). Observe that

1P(0)|* = (P(v), P(v)) = (P(v),0) = (T*T(v), v) = (T(v), T(v)) = | T(v)|’ (1)

We now consider separately the cases when 7' is invertible and noninvertible.
If T is invertible, then we set U = PT~'. We show that U is unitary:

U= PT Y*=T7"Pr=(T*)"'P  and  UxU=(T*)"'PPT"' = (T*)"'T*IT' =1

Thus, U is unitary. We next set U = U~'. Then U is also unitary, and 7 = UP as required.
To prove uniqueness, we assume 7 = U,P,, where U, is unitary and P, is positive. Then

T*T = P§U§U,P, = PyIPy = P§

But the positive square root of 7*7 is unique (Problem 13.43); hence, P, = P. (Note that the invertibility
of T is not used to prove the uniqueness of P.) Now if T is invertible, then P is also invertible by (1).
Multiplying UyP = UP on the right by P~! yields U, = U. Thus, U is also unique when T is invertible.

Now suppose T is not invertible. Let /¥ be the image of P; that is, W = Im P. We define U;:W — V by

U,(w) = T(v), where P(v)=w (2)

We must show that U, is well defined; that is, that P(v) = P(¢') implies T'(v) = T(v'). This follows from
the fact that P(v — ¢') = 0 is equivalent to ||P(v — ¢')|| = 0, which forces ||T(v — ¢')|| = 0 by (1). Thus,
U, is well defined. We next define U, :W — V. Note that, by (1), P and T have the same kernels. Hence, the
images of P and T have the same dimension; that is, dim(Im P) = dim W = dim(Im T). Consequently,
W+ and (Im 7)" also have the same dimension. We let U, be any isomorphism between W and (Im T)".

We next set U = U; @ U,. [Here U is defined as follows: If v € V and v = w + w/, where w € W,
w € W+, then U(v) = U, (w) + Uy(w').] Now U is linear (Problem 13.69), and, if v € ¥ and P(v) = w,
then, by (2),

T(v) = Uy(w) = U(w) = UP(v)

Thus, T = UP, as required.
It remains to show that U is unitary. Now every vector x € ¥ can be written in the form x = P(v) 4+ w/,
where w' € W+. Then U(x) = UP(v) + Uy,(w') = T(v) + U,(w'), where (T(v), U,(w')) = 0 by definition
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13.24.

of U,. Also, (T(v), T(v)) = (P(v), P(v)) by (1). Thus,

(U), U@)) = (T(v) + (W), T(v)+ Ur(w)) = (T(v),T(0)) + (U (W), Ur(w))
= (P(v), P(v)) + (W, w') = (P(v) + v/, P(v) +w) = (x,x)

[We also used the fact that (P(v),w') = 0.] Thus, U is unitary, and the theorem is proved.

Let V' be the vector space of polynomials over R with inner product defined by
1

(f,g) = J f()g(t) dt

0

Give an example of a linear functional ¢ on V' for which Theorem 13.3 does not hold—that is,
for which there is no polynomial 4(#) such that ¢( f) = (f,h) for every f € V.

Let ¢:V — R be defined by ¢( /) =f(0); that is, ¢ evaluates f(¢) at 0, and hence maps f(¢) into its
constant term. Suppose a polynomial /(¢) exists for which

1

Mﬂzﬂ@zjf@ﬂﬂm (1)

0

for every polynomial f'(¢). Observe that ¢ maps the polynomial #(¢) into 0; hence, by (1),

1
| romwa=o ©)
Jo
for every polynomial f'(¢). In particular (2) must hold for f(¢) = th(¢); that is,
1
J £H (1) dt =0
0

This integral forces 4(¢) to be the zero polynomial; hence, ¢(f) = (f,h)=(f,0)=0 for every
polynomial f(¢). This contradicts the fact that ¢ is not the zero functional; hence, the polynomial A(z)
does not exist.

SUPPLEMENTARY PROBLEMS

Adjoint Operators

13.25.

13.26.

13.27.

13.28.

13.29.

13.30.

Find the adjoint of:

5—2i 3+7i 3005i 11
@ A:[4—6i 8+3z}’ ®) B:[i —21'}’ © C:{z 3}

Let T:R® — R’ be defined by T(x,y,z) = (x + 2y, 3x —4z, y). Find T*(x,y,z).

Let 7:C* — C? be defined by T'(x,y,z) = [ix + (2 + 3i)y, 3x+ (3 —i)z, (2—5i)y+iz].
Find T*(x,y,z).

For each linear function ¢ on V, find u € V such that ¢(v) = (v,u) for every v € V:

(@) ¢:R® — R defined by ¢(x,y,z) = x + 2y — 3z.
(b) ¢:C* — C defined by $(x,y,z) = ix + (2 + 3i)y + (1 — 2i)z.

Suppose V has finite dimension. Prove that the image of 7* is the orthogonal complement of the kernel of
T; that is, Im 7* = (Ker T)". Hence, rank(T) = rank(T*).

Show that 7*T = 0 implies 7 = 0.
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13.31.

Let ¥ be the vector space of polynomials over R with inner product defined by ( f,g) = fol f(0)g(t)dt. Let
D be the derivative operator on V; that is, D( /) = df /dt. Show that there is no operator D* on ¥ such that
(D(f),g) = (f,D*(g)) for every f,g € V. That is, D has no adjoint.

Unitary and Orthogonal Operators and Matrices

13.32.

13.33.

13.34.

13.35.

13.36.

13.37.

13.38.

13.39.

Find a unitary (orthogonal) matrix whose first row is
(@) (2/V13, 3/v/13), (b) amultiple of (1, 1—1i), (c) a multiple of (1,—i,1 — ).

Prove that the products and inverses of orthogonal matrices are orthogonal. (Thus, the orthogonal matrices
form a group under multiplication, called the orthogonal group.)

Prove that the products and inverses of unitary matrices are unitary. (Thus, the unitary matrices form a
group under multiplication, called the unitary group.)

Show that if an orthogonal (unitary) matrix is triangular, then it is diagonal.

Recall that the complex matrices 4 and B are unitarily equivalent if there exists a unitary matrix P such that
B = P*A4P. Show that this relation is an equivalence relation.

Recall that the real matrices 4 and B are orthogonally equivalent if there exists an orthogonal matrix P such
that B = PTAP. Show that this relation is an equivalence relation.

Let W be a subspace of V. For any v € V, let v = w 4w/, where w € W, w' € W*. (Such a sum is unique
because V = W @ W+.) Let T:V — V be defined by T(v) = w — w'. Show that T is self-adjoint unitary
operator on V.

Let V' be an inner product space, and suppose U:V — V (not assumed linear) is surjective (onto) and
preserves inner products; that is, (U(v), U(w)) = (u,w) for every v,w € V. Prove that U is linear and
hence unitary.

Positive and Positive Definite Operators

13.40.

13.41.

13.42.

13.43.

13.44.

13.45.

13.46.

Show that the sum of two positive (positive definite) operators is positive (positive definite).

Let T be a linear operator on ¥ and let f:7 x ¥ — K be defined by f(«, v) = (T(u), v). Show that f is an
inner product on V' if and only if T is positive definite.

Suppose E is an orthogonal projection onto some subspace W of V. Prove that kI + E is positive (positive
definite) if k > 0 (k > 0).

Consider the operator T defined by T(x;) = \/Au;,i = 1,...,n, in the proof of Theorem 13.10A. Show
that T is positive and that it is the only positive operator for which 72 = P.

Suppose P is both positive and unitary. Prove that P = I.

Determine which of the following matrices are positive (positive definite):
v 17 ,..ro 17 ... o0 117 . L 1 2 17 0 J1 2
O Y B PR Y O P RO F O N N

Prove that a 2 x 2 complex matrix 4 = [CCI Z} is positive if and only if (i) 4 = 4*, and (ii) a, d and

|A| = ad — bc are nonnegative real numbers.
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13.47. Prove that a diagonal matrix 4 is positive (positive definite) if and only if every diagonal entry is a
nonnegative (positive) real number.
Self-adjoint and Symmetric Matrices

13.48. For any operator 7, show that 7 + T* is self-adjoint and 7' — T* is skew-adjoint.

13.49. Suppose T is self-adjoint. Show that 7%(v) = 0 implies 7(v) = 0. Using this to prove that 7"(v) = 0 also
implies that T'(v) = 0 for n > 0.

13.50. Let V' be a complex inner product space. Suppose (T(v), v) is real for every v € V. Show that T is self-
adjoint.

13.51. Suppose 7 and 7, are self-adjoint. Show that T T, is self-adjoint if and only if 7| and 7; commute; that is,
Tl T2 == T2 Tl .

13.52. For each of the following symmetric matrices 4, find an orthogonal matrix P and a diagonal matrix D such
that PTAP is diagonal:
1 2 5 4 7 3
(@) 4= [2 _2}, (b) 4= {4 _1} (© 4= [3 _1}
13.53. Find an orthogonal change of coordinates X = PX’ that diagonalizes each of the following quadratic forms
and find the corresponding diagonal quadratic form g(x):
@ q(x,y) =2 —6xy+10y°, (b) q(x,y) =x>+8xy — 5
©) q(x,y,z) = 2x* — dxy + 5)* + 2xz — dyz + 222

Normal Operators and Matrices

2 i

13.54. Letd = [ ; 2] . Verify that 4 is normal. Find a unitary matrix P such that P*4P is diagonal. Find P*4P.

13.55. Show that a triangular matrix is normal if and only if it is diagonal.

13.56. Prove that if T is normal on ¥, then ||T(v)| = ||T*(v)|| for every v € V. Prove that the converse holds in
complex inner product spaces.

13.57. Show that self-adjoint, skew-adjoint, and unitary (orthogonal) operators are normal.

13.58. Suppose T is normal. Prove that

(a) T is self-adjoint if and only if its eigenvalues are real.
(b) T is unitary if and only if its eigenvalues have absolute value 1.
(c) T is positive if and only if its eigenvalues are nonnegative real numbers.

13.59. Show that if 7' is normal, then 7 and T* have the same kernel and the same image.

13.60. Suppose 7| and 7, are normal and commute. Show that 7} + 7, and T, T, are also normal.

13.61. Suppose 7, is normal and commutes with 7,. Show that 7| also commutes with 7%.

13.62. Prove the following: Let 7| and 7, be normal operators on a complex finite-dimensional vector space V.
Then there exists an orthonormal basis of V consisting of eigenvectors of both 7, and 7,. (That is, 7} and

T, can be simultaneously diagonalized.)

Isomorphism Problems for Inner Product Spaces

13.63. LetS = {uy,...,u,} be an orthonormal basis of an inner product space V' over K. Show that the mapping
v — [v], is an (inner product space) isomorphism between V' and K”. (Here [v]g denotes the coordinate
vector of v in the basis S.)
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13.64.

13.65.

13.66.

Show that inner product spaces ¥ and W over K are isomorphic if and only if /" and W have the same
dimension.

Suppose {u;,...,u,} and {u],...,u,} are orthonormal bases of V" and W, respectively. Let T:V — W be
the linear map defined by 7T'(u;) = u} for each i. Show that T is an isomorphism.

Let 7 be an inner product space. Recall that each u € V' determines a linear functional # in the dual space
V* by the definition i#(v) = (v, u) for every v € V. (See the text immediately preceding Theorem 13.3.)
Show that the map u — # is linear and nonsingular, and hence an isomorphism from V" onto V'*.

Miscellaneous Problems

13.67.

13.68.

13.69.

Suppose {u;, ..., u,} is an orthonormal basis of V. Prove

@ (ayuy +ayuy + -+ +au,, by +byuy + - +bu,) = a\b; +ab, +...a,b,

.a
(b) Let 4 = [ay] be the matrix representing 7: ¥ — V' in the basis {«}. Then a; = (T (1), u;).

Show that there exists an orthonormal basis {u,, ..., u,} of V' consisting of eigenvectors of T if and only if
there exist orthogonal projections E|,...,E, and scalars 4, ..., A, such that

) T=MhE+ - +A4LE,G) E+-+E =1[(G1i) EE=0 for i#j
Suppose V' = U & W and suppose T,:U — V and T,:W — V are linear. Show that 7 = T, & T, is also

linear. Here T is defined as follows: If v € V and v = u + w where u € U, w € W, then

T(v) = Ty (u) + Tr(w)

ANSWERS TO SUPPLEMENTARY PROBLEMS

Notation: [R|; Ry; ...; R,] denotes a matrix with rows R, R,,...,R,.
13.25. (a) [5+2i, 4+6i; 3—7i, 8-—3i, (b) [3,—i; —5i,2i], () [1,2; 1,3]
13.26. T*(x,y,z) = (x+3y, 2x+z, —4y)
13.27. T*(x,y,z) = [—ix+ 3y, (2—=3i)x+ (24 5i)z, (3+i)y— iz
13.28. (a) u=(1,2,-3), b) wu=(—i, 2-3i, 1+2i)
13.32. (a) (1/VI3)[2,3; 3,-2, (b) (1/V3)[l, 1—i 1+i, —1],
() i1, —i, 1—i; V2i, —V2, 0; 1, —i, —1+1]
13.45. Only (i) and (v) are positive. Only (v) is positive definite.

13.52.

13.53.

13.54.

(aandb) P:(l/\/g)[zv_lv 172]7 (C) P:(l/\/lvﬁ)[:;v_la 173]
(a) D:[2:07 07_3]7 (b) D:[77Oa 07 _3]7 (C) D:[8:07 07 _2]

(@ x=(@3Y—)y)/V10, y=+3)/V10; (b) x=(2x—))/V5 y=+2/)/V5;
© x=x/V3+y/V2+Z/V6, y=x/V3-27/V6, z=x/V3- y/f+z’/f
(@) q(x')=diag(1,11);  (b) q(x') =diag(3,-7); (c) g¢(x') = diag(1,17)

(@) P=(1/vV2)[1,-1; 1,1], P*4P = diag(2 +i, 2 —i)



APPENDIX A

Multilinear Products

A.1 Introduction

The material in this appendix is much more abstract than that which has previously appeared. Accordingly,
many of the proofs will be omitted. Also, we motivate the material with the following observation.
Let S be a basis of a vector space V. Theorem 5.2 may be restated as follows.

THEOREM 5.2: Let g:S — V be the inclusion map of the basis S into V. Then, for any vector space
U and any mapping f:S — U, there exists a unique linear mapping /*: ¥ — U such
that f = f*- g.

Another way to state the fact that f = f*- g is that the diagram in Fig. A-1(a) commutes.

\%4 T=VoW E=NV
AN AN N
~ ~ ~
g J g T g T
~ ~ ~
~ ~\ . S\
S— U VxW—17 9 U | ——
S S J
(a) (b) (c)
Figure A-1

A.2 Bilinear Mapping and Tensor Products

Let U, V, W be vector spaces over a field K. Consider a map
[ VxW-—-U

Then f'is said to be bilinear if, for each v € V, the map f,: W — U defined by f,(w) = f(v, w) is linear;
and, for each w € W, the map f,,: V — U defined by f, (v) = f (v, w) is linear.

That is, fis linear in each of its two variables. Note that f'is similar to a bilinear form except that the
values of the map fare in a vector space U rather than the field K.

DEFINITION A.1: Let V and W be vector spaces over the same field K. The tensor product of V and
W is a vector space T over K together with a bilinear map g: V x W — T,
denoted by g(v, w) = v ® w, with the following property: (*) For any vector
space U over K and any bilinear map f: V' x W — U there exists a unique linear
map f*:T — U such that f*- g = f.

The tensor product (7, g) [or simply 7 when g is understood] of V" and W is denoted by V' ® W, and the
element v @ w is called the tensor of v and w.

Another way to state condition (*) is that the diagram in Fig. A-1(b) commutes. The fact that such
a unique linear map f* exists is called the ‘‘Universal Mapping Principle’” (UMP). As illustrated in
Fig. A-1(b), condition (*) also says that any bilinear map f:V x W — U “‘factors through’’ the tensor
product 7 = ¥ ® W. The uniqueness in (*) implies that the image of g spans T; that is, span ({v @ w}) = T.

@
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THEOREM A.1:  (Uniqueness of Tensor Products) Let (7, g) and (77, g’) be tensor products of V'
and W. Then there exists a unique isomorphism 4:7 — T’ such that hg = g’

Proof. Because T is a tensor product, and g’: V' ® W — T’ is bilinear, there exists a unique linear map
h:T — T’ such that hg = g’. Similarly, because T” is a tensor product, and g: ¥V ® W — T" is bilinear,
there exists a unique linear map 4': 7" — T such that /g’ = g. Using hg = g’, we get W'hg = g. Also,
because T is a tensor product, and g: V' ® W — T is bilinear, there exists a unique linear map #*:7 — T
such that h*g=g. But lg =g. Thus, #'h =h* = 1;. Similarly, h#' = 1. Therefore, h is an
isomorphism from 7 to 7.

THEOREM A.2: (Existence of Tensor Product) The tensor product 7 =V ® W of vector spaces V'
and W over K exists. Let {v|, ..., v, } be a basis of V and let {w,, ..., w,} be a
basis of W. Then the mn vectors

v, w, (i=1,....myj=1,...,n)
form a basis of 7. Thus, dim 7 = mn = (dim V)(dim W).

Qutline of Proof. Suppose {vl . m} is a basis of V, and suppose {w, ..., w,} is a basis of W.
Consider the mn symbols {tl/|l =i....,m,j=1, n} Let T be the vector space generated by the 7;;.
That is, T consists of all linear comblnations of the t with coefficients in K. [See Problem 4.137.]

Let ve V and w € W. Say ’

v=a,v, +ayv, + - +a,v, and w=bw +byw,+---+b,w,

Let g:V x W — T be defined by
= Z Z abjt;
i

Then g is bilinear. [Proof left to reader.]
Now letf: ¥ x W — U be bilinear. Because the 7; form a basis of 7, Theorem 5.2 (stated above) tells
us that there exists a unique linear map f*: T — U such that f* (lii) =f (vi, w]-). Then, for v = ) a;v; and
i

w= Z bjw;, we have

f(v w) <Za ;s wa) = ZZaibjf(vi, wj) = ZZaibjtij =f"(g(v, w)).

Therefore, f = f*g where f* is the required map in Definition A.1. Thus, 7 is a tensor product.
Let {v|, ..., v),} be any basis of V" and {w}, ..., w},} be any basis of W.
Let v € V and w € W and say

v=dv) +--+d,, and w=bw + -+ bW
Then

v@w=g(v, w) = ZZab’ vh, W) ZZab’v@w

Thus, the elements v} @ w span 7. There are mn such elements. They cannot be linearly dependent
because {t }1s a ba51s of 7, and hence, dim 7 = mn. Thus, the v} ® w form a basis of 7.
Next we give two concrete examples of tensor products.

EXAMPLE A.1 Let V be the vector space of polynomials P,_,(x) and let W be the vector space of polynomials
P,_,(»). Thus, the following from bases of ¥ and W, respectively,

2 -1 2 -1
Lx, x, ..., x and 1,y,y°, ..., »°

In particular, dim ¥ = » and dim W = s. Let T be the vector space of polynomials in variables x and y
with basis

{x'y/} where i=0,1,....,r—1;j=0,1,...,5—1
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Then T is the tensor product V' @ W under the mapping
X @yl =yl
For example, suppose v = 2 — 5x + 3x> andw = 7y + 4)?. Then
v@w = 14y + 87 — 35xy — 20x)? + 21x°y + 12x3)?
Note, dim 7' = rs = (dim V) (dim ).
EXAMPLE A.2
Let V' be the vector space of m x n matrices over a field K and let /' be the vector space of p x g matrices

over K. Suppose 4 = [a,;] belongs to V, and B belongs to W. Let T be the vector space of mp X nq
matrices over K. Then T is the tensor product of V' and W where 4 ® B is the block matrix

anB CllzB e alnB
ARQB = [aijB} — |anyB apB - @B
amlB amZB amnB

1 2 3 2 4 6
4 5 6 8 10 12
36 9 4 8 12
12 15 18 16 20 24

A®B =

Isomorphisms of Tensor Products

First we note that tensoring is associative in a cannonical way. Namely,

THEOREM A.3: Let U, V, Wbe vector spaces over a field K. Then there exists a unique isomorphism
UV)eW U (VW)
such that, foreveryu e U,veV,we W,
uURv)@wr—u® (vew)

Accordingly, we may omit parenthesis when tensoring any number of factors. Specifically, given
vectors spaces Vy, V,, ..., V,, over a field K, we may unambiguously form their tensor product
rerne...eV,
and, for vectors v; in V;, we may unambiguously form the tensor product
VRV&K...Q v,

Moreover, given a vector space V over K, we may unambiguously define the following tensor
product:

RV =VRV®...QV (rfactors)

Also, there is a canonical isomorphism
(V) ® (V) — &V

Furthermore, viewing K as a vector space over itself, we have the canonical isomorphism
KV -V

where we define a ® v = av.
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A.3 Alternating Multilinear Maps

Let f: V" — U where V and U are vector spaces over K. [Recall V"=V x V x ... x V, r factors.]

(1) The mapping f'is said to be multilinear or r-linear if f(v;, ..., v,) is linear as a function of each v,
when the other v;’s are held fixed. That is,

Sl v+u, )= 0 )+ (0,
S kv, ) =K. v,
where only the jth position changes.

(2) The mapping fis said to be alternating if
f(vy, ..., v,) = 0 whenever v; = v; with i # j
One can easily show (Prove!) that if f'is an alternating multilinear mapping on V", then

f(..., T)i, ey Uj, ...) :_f(..., Uj’ ey ’Ul‘, ...)
That is, if two of the vectors are interchanged, then the associated value changes sign.

EXAMPLE A.3 (Determinants)
The determinant function D: M — K on the space M of n x n matrices may be viewed as an n-variable function

D(4) =D(R,, Ry, ..., R,)
defined on the rows R, R,, ..., R, of 4. Recall (Chapter 8) that, in this context, D is both n-linear and alternating.

We now need some additional notation. Let K = [k;, k, ..., k,] denote an r-list (r-tuple) of elements
from 7, = (1, 2, ..., n). We will then use the following notation where the v,’s denote vectors and the
a;;’s denote scalars:

Vg = (Vgs Upys -5 0 ) and ag = ayg ayy, - Ay

7

Note vy is a list of » vectors, and ax is a product of r scalars.

Now suppose the elements in K = [k;, &y, ..., k] are distinct. Then K is a permutation o of an r-list
J =iy, iy, ..., i,] in standard form, that is, where i, < i, < ... < i,. The number of such standard-form
r-lists J from I, is the binomial coefficient:

() =7

[Recall sign(og) = (—1)"* where my is the number of interchanges that transforms K into J.]

Now suppose 4 = [aij] is an » x n matrix. For a given ordered r-list J, we define

ay Ay, --- 4y,

_ |G, Qi .- Ay

DJ(A) — 1 2 r
aril ariz arir

That is, D,(A) is the determinant of the » x r submatrix of 4 whose column subscripts belong to J.
Our main theorem below uses the following ‘shuffling’” lemma.

LEMMA A4 Let V and U be vector spaces over K, and let f: V" — U be an alternating r-linear
mapping. Let v, v,, ..., v, be vectors in V and let 4 = [alj} be an r X n matrix over K
where r <n.Fori=1,2,...,r let

Up=anv;+apvy + -+ a;,v,
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Then
f(ulv AR ur) = ZDJ(A)f(vila viza cet vi,)
S
where the sum is over all standard-form r-lists J = {i}, iy, ..., i,}.

The proof is technical but straightforward. The linearity of f gives us the sum
f(ulv RS ur) = ZaKf(vK)
K

where the sum is over all r-lists K from {1, ..., n}. The alternating property of ftells us that f'(vg) = 0
when K does not contain distinct integers. The proof now mainly uses the fact that as we interchange the
v;’s to transform

f(vK) :f(vklv Ukyy ==+ Uk,) to f(vj) :f(vila Uiys oo v Ui)

”

so that i, < --- <i,, the associated sign of ag, will change in the same way as the sign of the
corresponding permutation oy changes when it is transformed to the identity permutation using
transpositions.

We illustrate the lemma below for » = 2 and n = 3.

EXAMPLE A.4 Suppose f:V? — U is an alternating multilinear function. Let v;, v,, v; € V and let u, w € V.
Suppose

u=a,v; +a,v, +ayvy and w = by v; + byv, + b4
Consider
fu,w) =f(ayv; + a,v, + ayvs, byvy + byvy + byvy)
Using multilinearity, we get nine terms:
Su,w) =ab, f(vy,0,) +aby f(vy, v,) + arbs f (v, v3)
+ ayb1 [ (03, 0)) + ayby [ (03, 02) + arbs f (v, 03)
+ a3b f(v3, v1) + asby [ (v3, v3) + a3bs f (v, v3)

(Note that J = [1,2], J' = [1,3] and J” = [2, 3] are the three standard-form 2-lists of 7 = [1,2,3].) The
alternating property of ftells us that each ' (v;, v;) = 0; hence, three of the above nine terms are equal to
0. The alternating property also tells us that 1 (vl-, pf) =—f (pf, v,.). Thus, three of the terms can be
transformed so their subscripts form a standard-form 2-list by a single interchange. Finally we obtain

Sfu,w) = (a1by — ayby) f(v1,0;) + (ar1bs — azby) f (v, v3) + (@05 — azb,) f(vy, v3)

L)+ Sl us) + £ (v, 3)
1 2

which is the content of Lemma A.4.

a, as a, das
by bs by bs

A.4 Exterior Products

The following definition applies.

DEFINITION A.2: Let J be an n-dimensionmal vector space over a field K, and let » be an integer such
that 1 < r < n. The r-fold exterior product (or simply exterior product when r is
understood) is a vector space E over K together with an alternating r-linear mapping
g: V" — E, denoted by g(vy, ..., v,) = v A... A v,, with the following property:
(*) For any vector space U over K and any alternating r-linear map f: V" — U

there exists a unique linear map f*:E — U such that f*- g =f.
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The r-fold tensor product (E, g) (or simply E when g is understood) of V is denoted by A" V, and the
element v; A --- A v, is called the exterior product or wedge product of the v;’s.

Another way to state condition (*) is that the diagram in Fig. A-1(c) commutes. Again, the fact that
such a unique linear map f* exists is called the ‘‘Universal Mapping Principle (UMP)’’. As illustrated in
Fig. A-1(c), condition (*) also says that any alternating »-linear map f: V" — U ‘‘factors through’’ the
exterior product E = A" V. Again, the uniqueness in (*) implies that the image of g spans E; that is,
span(v; A---Av,) =E.

THEOREM A.5:  (Uniqueness of Exterior Products) Let (E, g) and (E', g’) be r-fold exterior products
of V. Then there exists a unique isomorphism 4:E — E’ such that hg = g’.

The proof is the same as the proof of Theorem A.1, which uses the UMP.

THEOREM A.6: (Existence of Exterior Products) Let V' be an n-dimensional vector space over K.
Then the exterior product E = A"V exists. If » > n, then E = {0}. If » < n, then

dimE = <r> Moreover, if [v;, ..., v,] is a basis of V, then the vectors
Vi ANvy A Ny

where 1 <i; <i, <--- <i, <n, form a basis of E.
We give a concrete example of an exterior product.

EXAMPLE A.5 (Cross Product) 5
Consider ¥ = R? with the usual basis @, j, k). Let E= /A\“V. Note dim ¥ = 3. Thus, dim E = 3 with basis
iNj,iAK, j Ak We identify E with R® under the correspondence
i=jAKk jJ=kAi=—-iAKk, k=1iAj
Let u and w be arbitrary vectors in ¥ = R?, say
u = (al, ay, a3) = ali +a2j —+ a3k and w = (b17 bz, b}) = bli + sz —+ b3k
Then, as in Example A.3,
uNw=(a;by —ab)(iNj) + (a1bs — a3b)) (i AKk) + (ayb3 — a3b,)(j A K)

Using the above identification, we get

uAw = (ayby — asby)i — (a\by — azb,)j + (a;b, — ayby )k
a, a3
b, b

a, as
by bs

a a4
by by

it k

The reader may recognize that the above exterior product is precisely the well-known cross product
in R®.

Our last theorem tells us that we are actually able to ‘‘multiply’’ exterior products, which allows us to
form an ‘‘exterior algebra’’ that is illustrated below.

THEOREM A.7: Let V be a vector space over K. Let » and s be positive integers. Then there is a
unique bilinear mapping

NV x Nv— Ny
such that, for any vectors u;, w; inV,

(A A) X (WA o AWg) = g A s AU AW A - A



®— Appendix A  Multilinear Products

EXAMPLE A.6

We form an exterior algebra 4 over a field K using noncommuting variables x, y, z. Because it is an exterior algebra,
our variables satisfy:

xAx=0, yAy=0, zAz=0, and yAx=—xAy, zAx=—xAz, zAy=—yAz
Every element of 4 is a linear combination of the eight elements
I, x, y, z, xAy, xNz, yAz, XAyAz

We multiply two “‘polynomials’’ in 4 using the usual distributive law, but now we also use the above conditions. For
example,

B+4y—5xAy+6xAz]A[Sx —2y] =15x — 6y —20x Ay + 12x Ay Az
Observe we use the fact that

[4y]A[5x] =20y Ax = —20x Ay and [6xAz]A[-2y] = —12xAzAy =12x Ay Az



APPENDIX B

Algebraic Structures

B.1 Introduction

We define here algebraic structures that occur in almost all branches of mathematics. In particular, we
will define a field that appears in the definition of a vector space. We begin with the definition of a group,
which is a relatively simple algebraic structure with only one operation and is used as a building block for
many other algebraic systems.

B.2 Groups

Let G be a nonempty set with a binary operation; that is, to each pair of elements a, b € G there is
assigned an element ab € G. Then G is called a group if the following axioms hold:

[G,] For any a, b, ¢ € G, we have (ab)c = a(bc) (the associative law).

[G,] There exists an element e € G, called the identity element, such that ae = ea = a for every
acG.

[G;] For each a € G there exists an element a~!' € G, called the inverse of a, such that
1 -1

aa” =a a=e.

A group G is said to be abelian (or: commutative) if the commutative law holds—that is, if ab = ba for
every a, b € G.

When the binary operation is denoted by juxtaposition as above, the group G is said to be written
multiplicatively. Sometimes, when G is abelian, the binary operation is denoted by + and G is said to be
written additively. In such a case, the identity element is denoted by 0 and is called the zero element; the
inverse is denoted by —a and it is called the negative of a.

If A and B are subsets of a group G, then we write

AB ={ablac A, b€ B} or A+B={a+blacA,becB}

We also write a for {a}.

A subset H of a group G is called a subgroup of G if H forms a group under the operation of G. If H is
a subgroup of G and a € G, then the set Ha is called a right coset of H and the set aH is called a left coset
of H.

DEFINITION: A subgroup H of G is called a normal subgroup if a~'Ha C H for every a € G.
Equivalently, H is normal if aH = Ha for every a € G—that is, if the right and left
cosets of H coincide.

Note that every subgroup of an abelian group is normal.

THEOREM B.1: Let H be a normal subgroup of G. Then the cosets of H in G form a group under
coset multiplication. This group is called the quotient group and is denoted by G/H.

— @
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EXAMPLE B.1 The set Z of integers forms an abelian group under addition. (We remark that the even integers
form a subgroup of Z but the odd integers do not.) Let H denote the set of multiples of 5; that is,

H={ ..,-10,-5,0,5,10,...}. Then H is a subgroup (necessarily normal) of Z. The cosets of H in Z follow:
6:0+H:H:{...,—10, -5,0,5,10,...}
T:1+H:{...,—9, —4,1,6,11, ...}
Q:Z—i—H:{..., -8,-3,2,7,12, ...}
3=3+H={..,-7,-2,3,8,13,...}
Zl:4—|—H:{..., —6,—1,4,9, 14, ...}

Z/H =10, 1, 2, 3, 4} forms a group under coset addition; its addition table follows:

+]0 1 2 3 4
0/0 1 2 3 4
1|1 23 40
2123 401
313 401 2
414 01 2 3

This quotient group Z/H is referred to as the integers modulo 5 and is frequently denoted by Zs. Analogeusly, for
any positive integer n, there exists the quotient group Z, called the integers modulo n.

EXAMPLE B.2 The permutations of #» symbols (see page 267) form a group under composition of mappings; it is
called the symmetric group of degree n and is denoted by S,. We investigate S; here; its elements are

(123 (123 o (123
“\1 23 273 21 1= \2 31

123 123 123
“1_<132) “3_<213> ¢2_(312>

Here <ll ]2 ]3() is the permutation that maps 1 +— 7, 2 — j, 3 — k. The multiplication table of S; is

€ 6, 0, 03 ¢ &,

€ |e o 0oy 03 ¢ P

o|o1 € ¢ ¢, 0y o3

oy |02 ¢y € Py b3 oy

o303 ¢ ¢ € o o

br| ¢ o3 o1 0y Py €

Pyl Py 0y 03 0 € ¢
(The element in the ath row and bth column is ab.) The set H = {¢, 6,} is a subgroup of S;; its right and left
cosets are

Right Cosets Left Cosets
H={¢ 0} H={¢ 0}
Hqsl ={¢, 02} $H = {¢;,05}
H¢2 = {¢,,05} G H = {¢y,0,}

Observe that the right cosets and the left cosets are distinct; hence, H is not a normal subgroup of S;.

A mapping f from a group G into a group G’ is called a homomorphism if f (ab) = f(a)f (b). For every
a, b € G. (If fis also bijective, i.e., one-to-one and onto, then " is called an isomorphism and G and G’ are
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said to be isomorphic) If f : G — G’ is a homomorphism, then the kernel of fis the set of elements of G
that map into the identity element ¢ € G':

kernelof f = {a € G |f(a) = €'}
(As usual, f{G) is called the image of the mapping f/ : G — G'.) The following theorem applies.

THEOREM B.2: Letf G — G be a homomorphism with kernel K. Then K is a normal subgroup of G,
and the quotient group G/K is isomorphic to the image of f.

EXAMPLE B.3 Let G be the group of real numbers under addition, and let G’ be the group of positive real numbers
under multiplication. The mapping f : G — G’ defined by f(a) = 2“ is a homomorphism because

fla+b)=2"""=272"=f(a)f (b)

In particular, fis bijective, hence, G and G’ are isomorphic.

EXAMPLE B.4 Let G be the group of nonzero complex numbers under multiplication, and let G’ be the group of
nonzero real numbers under multiplication. The mapping /' : G — G’ defined by f(z) = |z| is a homomorphism
because

f(z122) = |z1z2] = |z1]|22] = f(21) f(22)

The kernel K of f consists of those complex numbers z on the unit circle—that is, for which |z| = 1. Thus, G/K is
isomorphic to the image of f—that is, to the group of positive real numbers under multiplication.

B.3 Rings, Integral Domains, and Fields

Let R be a nonempty set with two binary operations, an operation of addition (denoted by +) and an
operation of multiplication (denoted by juxtaposition). Then R is called a ring if the following axioms are
satisfied:

[R,] For any a, b, c € R, we have (a+b)+c=a+ (b+c).

[R,] There exists an element 0 € R, called the zero element, such that a +0 = 0 + a = a for every
a€R.

[R;] For each a € R there exists an element —a € R, called the negative of a, such that
a+(—a)=(-a)+a=0.

[R,] For any a, b € R, we have a + b = b +a.
[Rs] For any a, b, ¢ € R, we have (ab)c = a(bc).
[Rs] For any a, b, c € R, we have

() a(b+¢) = ab + ac, and (ii) (b + ¢)a = ba + ca.

Observe that the axioms [R;] through [R,] may be summarized by saying that R is an abelian group
under addition.

Subtraction is defined in R by a — b = a + (—b).

It can be shown (see Problem B.25) that a- 0 = 0-a = 0 for every a € R.

R is called a commutative ring if ab = ba for every a, b € R. We also say that R is a ring with a unit
element if there exists a nonzero element 1 € R such that -1 = 1-a = a for every a € R.

A nonempty subset S of R is called a subring of R if S forms a ring under the operations of R. We note
that S is a subring of R if and only if a, b € S implies a — b € S and ab € S.

A nonempty subset / of R is called a left ideal in R if (i) a — b € I whenever a, b € I, and (ii) ra € |
whenever » € R, a € I. Note that a left ideal / in R is also a subring of R. Similarly, we can define a right
ideal and a two-sided ideal. Clearly all ideals in commutative rings are two sided. The term ideal shall
mean two-sided ideal uniess otherwise specified.
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THEOREM B.3:  Let / be a (two-sided) ideal in a ring R. Then the cosets {a + I |a € R} form a ring
under coset addition and coset multiplication. This ring is denoted by R/ and is
called the quotient ring.

Now let R be a commutative ring with a unit element. For any a € R, the set (a) = {ra|r € R} is an
ideal; it is called the principal ideal generated by a. If every ideal in R is a principal ideal, then R is called
a principal ideal ring.

DEFINITION: A commutative ring R with a unit element is called an integral domain if R has no
zero divisors—that is, if ab = 0 implies a = 0 or b = 0.

DEFINITION: A commutative ring R with a unit element is called a field if every nonzero a € R has a
multiplicative inverse; that is, there exists an element a~! € R such thataa™' = a~'a = 1.

A field is necessarily an integral domain; for if ab = 0 and a # 0, then
b=1-b=a'ab=a'-0=0

We remark that a field may also be viewed as a commutative ring in which the nonzero elements form a
group under multiplication.

EXAMPLE B.5 The set Z of integers with the usual operations of addition and multiplication is the classical
example of an integral domain with a unit element. Every ideal 7 in Z is a principal ideal; that is, I = (n) for
some integer n. The quotient ring Z,, = Z,/(n) is called the ring of integers module n. If n is prime, then Z, is a field.
On the other hand, if n is not prime then Z, has zero divisors. For example, in the ring Zg, 23 = Oand
2#0and3 #0.

EXAMPLE B.6 The rational numbers Q and the real numbers R each form a field with respect to the usual
operations of addition and multiplication.

EXAMPLE B.7 Let C denote the set of ordered pairs of real numbers with addition and multiplication defined by
(a,b) + (c,d)=(a+c,b+d)
(a, b) - (¢, d) = (ac — bd, ad + bc)

Then C satisfies all the required properties of a field. In fact, C is just the field of complex numbers (see page 4).

EXAMPLE B.8 The set M of all 2 x 2 matrices with real entries forms a noncommutative ring with zero divisors
under the operations of matrix addition and matrix multiplication.

EXAMPLE B.9 Let R be any ring. Then the set R[x| of all polynomials over R forms a ring with respect to the usual
operations of addition and multiplication of polynomials. Moreover, if R is an integral domain then R[x] is also an
integral domain.

Now let D be an integral domain. We say that b divides a in D if a = bc for some ¢ € D. An element
u € D is called a unit if u divides 1—that is, if # has a multiplicative inverse. An element b € D is called
an associate of a € D if b = ua for some unit u € D. A nonunit p € D is said to be irreducible if p = ab
implies @ or b is a unit.

An integral domain D is called a unique factorization domain if every nonunit a € D can be written
uniquely (up to associates and order) as a product of irreducible elements.

EXAMPLE B.10 The ring Z of integers is the classical example of a unique factorization domain. The units of Z
are 1 and —1. The only associates of n € Z are n and —n. The irreducible elements of Z are the prime numbers.

EXAMPLE B.11 The set D = {a + bv13 | a, bintegers} is an integral domain. The units of D are =+1,
18 £5v13and — 18 £5+/13. The elements 2,3 —+/13 and —3 — /13 are irreducible in D. Observe that
4=2-2=(3-+13)(-3 — V13). Thus, D is not a unique factorization domain. (See Problem B.40.)
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B.4 Modules

Let M be an additive abelian group and let R be a ring with a unit element. Then M is said to be a (left) R-

module if there exists a mapping R X M — M that satisfies the following axioms:
[M,] r(my + my) = rm; + rm,
[My] (r + s)m = rm + sm
[M5] (rs)m = r(sm)
M,]

for any r, s € R and any m; € M.
We emphasize that an R-module is a generalization of a vector space where we allow the scalars to
come from a ring rather than a field.

EXAMPLE B.12 Let G be any additive abelian group. We make G into a module over the ring Z of integers by
defining

ntimes
——
ng=g+g+---+g, 0g=0, (-n)g=-ng

where n is any positive integer.
EXAMPLE B.13 Let R be a ring and let / be an ideal in R. Then / may be viewed as a module over R.

EXAMPLE B.14 Let V' be a vector space over a field K and let 7: V' — V be a linear mapping. We make V into a
module over the ring K [x] of polynomials over K by defining f(x)v = f(T)(v). The reader should check that a scalar
multiplication has been defined.

Let M be a module over R. An additive subgroup N of M is called a submodule of M if u € N and
k € R imply ku € N. (Note that N is then a module over R.)

Let M and M’ be R-modules. A mapping T:M — M’ is called a homomorphism (or: R-homomorphism
or R-linear) if

() T(u+v)=Tw)+T(v) and (i) T(ku) = kT (u)
for every u, v € M and every k € R.

PROBLEMS

Groups
B.1. Determine whether each of the following systems forms a group G:
(1) G = setof integers, operation subtraction;
(i) G = {1, —1}, operation multiplication;
(iii) G = setof nonzero rational numbers, operation division;
(iv) G = setof nonsingularn X n matrices, operation matrix multiplication;

(v) G={a+bi: a, b Z}, operation addition.

B.2. Show that in a group G:
(1) the identity element of G is unique;
(ii) each a € G has a unique inverse a~! € G;
(iii) (@) '=a, and (ab) '=b"a !

(iv) ab = ac implies b = ¢, and ba = ca implies b = c.
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B.3. In a group G, the powers of a € G are defined by
A =e, da"=ad"', a" = ((7[")717 where n € N

Show that the following formulas hold for any integers r, s, t € Z: (i) d'a® = da'**, (i) (a")'=a*,
(lll) (ar+s)t: astst

B.4. Show that if G is an abelian group, then (ab)"= a"b" for any a, b € G and any integer n € Z.
B.5. Suppose G is a group such that (ab)zz a*b? for every a, b € G. Show that G is abelian.

B.6. Suppose H is a subset of a group G. Show that H is a subgroup of G if and only if (i) H is
nonempty, and (ii) a, b € H implies ab~' € H.

B.7. Prove that the intersection of any number of subgroups of G is also a subgroup of G.

B.8. Show that the set of all powers of a € G is a subgroup of G; it is called the cyclic group generated
by a.

B.9. A group G is said to be cyclic if G is generated by some a € G; that is, G = (a" : n € Z). Show
that every subgroup of a cyclic group is cyclic.

B.10. Suppose G is a cyclic subgroup. Show that G is isomorphic to the set Z of integers under addition
or to the set Z, (of the integers module ») under addition.

B.11. Let A be a subgroup of G. Show that the right (left) cosets of H partition G into mutually disjoint
subsets.

B.12. The order of a group G, denoted by |G|, is the number of elements of G. Prove Lagrange’s
theorem: If H is a subgroup of a finite group G, then |H| divides |G|.

B.13. Suppose |G| = p where p is prime. Show that G is cyclic.

B.14. Suppose H and N are subgroups of G with N normal. Show that (i) HN is a subgroup of G and
(i1)) H NN is a normal subgroup of G.

B.15. Let H be a subgroup of G with only two right (left) cosets. Show that H is a normal subgroup of G.

B.16. Prove Theorem B.1: Let H be a normal subgroup of G. Then the cosets of H in G form a group
G/H under coset multiplication.

B.17. Suppose G is an abelian group. Show that any factor group G/H is also abelian.

B.18. Let / : G — G’ be a group homomorphism. Show that

(1) f(e) = ¢ where e and €' are the identity elements of G and G, respectively;

(i) f(a™') =f(a)”" forany a € G.

B.19. Prove Theorem B.2: Let f : G — G’ be a group homomorphism with kernel K. Then K is a normal
subgroup of G, and the quotient group G/K is isomorphic to the image of f.

B.20. Let G be the multiplicative group of complex numbers z such that |z| = 1, and let R be the additive
group of real numbers. Prove that G is isomorphic to R/Z.
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B.21.

B.22.

B.23.

B.24.

Rings
B.25.

B.26.

B.27.

B.28.

B.29.

B.30.

B.31.

B.32.

For a fixed g € G, let ¢ : G — G be defined by g(a) = g~'ag. Show that G is an isomorphism of
G onto G.

Let G be the multiplicative group of n x n nonsingular matrices over R. Show that the mapping
A +— |4| is a homomorphism of G into the multiplicative group of nonzero real numbers.

Let G be an abelian group. For a fixed n € Z, show that the map a — a” is a homomorphism of G
into G.

Suppose H and N are subgroups of G with N normal. Prove that H NN is normal in H and
H/(H N N) is isomorphic to HN/N.

Show that in a ring R:
i) a-0=0-a=0, (i) a(=b) = (—a)b= —ab, (iii) (—a)(—b) = ab.

Show that in a ring R with a unit element: (i) (—1)a = —a, (i) (—=1)(-1) =1.

Let R be a ring. Suppose a*

is called a Boolean ring.)

= a for every a € R. Prove that R is a commutative ring. (Such a ring

Let R be a ring with a unit element. We make R into another ring R by defininga®b=a+b +1
anda - b = ab + a + b. (1) Verify that R is a ring. (i) Determine the 0-element and 1-element of R.

Let G be any (additive) abelian group. Define a multiplication in G by a - b = 0. Show that this
makes G into a ring.

Prove Theorem B.3: Let I be a (two-sided) ideal in a ring R. Then the cosets (a + [ |a € R) form a
ring under coset addition and coset multiplication.

Let /; and I, be ideals in R. Prove that [, 4+ I, and /; N [, are also ideals in R.

Let R and R’ be rings. A mapping f/ : R — R’ is called a homomorphism (or: ring homomorphism) if

() fla+b)=s(a)+f(b) and (i) f(ab)=[(a)f(b),

for every a, b € R. Prove that if f : R — R’ is a homomorphism, then the set K = {r € R|f(r) = 0} is an
ideal in R. (The set K is called the kernel of f.)

Integral Domains and Fields

B.33.

B.34.

B.35.

B.36.

B.37.

B.38.

Prove that in an integral domain D, if ab = ac, a # 0, then b = c.

Prove that F = {a +bV2 la, b rational} is a field.

Prove that D = {a + bv/2|a, b integers} is an integral domain but not a field.
Prove that a finite integral domain D is a field.

Show that the only ideals in a field K are {0} and K.

A complex number a + bi where a, b are integers is called a Gaussian integer. Show that the set G
of Gaussian integers is an integral domain. Also show that the units in G are =1 and =i.
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B.39.

B.40.

Let D be an integral domain and let 7 be an ideal in D. Prove that the factor ring D/I is an integral
domain if and only if / is a prime ideal. (An ideal 7 is prime if ab € I impliesa € [ or b € [.)

Consider the integral domain D = {a + bV/13 | a, bintegers} (see Example B.11). If
o« = a+ by/13, we define N(o) = a> — 13b%. Prove: (i) N(af) = N(«)N(B); (ii) « is a unit if
and only if N(a) = =+1; (iii) the units of D are +1, 18 +5v/13and — 18 & 5v/13; (iv) the
numbers 2, 3 — V13and — 3 — \/ﬁ are irreducible.

Modules

B.41.

B.42.

B.43.

B.44.

Let M be an R-module and let 4 and B be submodules of M. Show that 4 + B and A N B are also
submodules of M.

Let M be an R-module with submodule N. Show that the cosets {u +N :u € M} form an
R-module under coset addition and scalar multiplication defined by r(u + N) = ru + N. (This
module is denoted by M /N and is called the quotient module.)

Let M and M’ be R-modules and let f : M — M’ be an R-homomorphism. Show that the set
K={ueM: f(u) =0} is a submodule of /. (The set K is called the kernel of f)

Let M be an R-module and let E(M) denote the set of all R-homomorphism of M into itself. Define
the appropriate operations of addition and multiplication in E(M) so that £(M) becomes a ring.
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Polynomials over a Field

C.1 Introduction

We will investigate polynomials over a field K and show that they have many properties that are
analogous to properties of the integers. These results play an important role in obtaining canonical forms
for a linear operator T on a vector space V over K.

C.2 Ring of Polynomials

Let K be a field. Formally, a polynomial of f over K is an infinite sequence of elements from K in which
all except a finite number of them are 0:

f:(...707an,...,al,ao)

(We write the sequence so that it extends to the left instead of to the right.) The entry a, is called the kth
coefficient of f. If n is the largest integer for which a, # 0, then we say that the degree of fis n, written

degf =n

We also call a,, the leading coefficient of f, and if a, = 1 we call f a monic polynomial. On the other hand,
if every coefficient of fis 0 then f'is called the zero polynomial, written f = 0. The degree of the zero
polynomial is not defined.

Now if g is another polynomial over K, say

g=0(..,0,b,, ...,b, by
then the sum f* + g is the polynomial obtained by adding corresponding coefficients. That is, if m < n, then
f+g=(..,0,a,, ...,a,+b,,...,a +by, ay+by)
Furthermore, the product fg is the polynomial
fe=1(..,0,a,b,, ...,a1by+ ayb;, ayby)
that is, the kth coefficient c; of fg is
k
= Zalbk_l =ayby +aby_ + -+ a;b
=0

The following theorem applies.

THEOREM C.1: The set P of polynomials over a field K under the above operations of addition and
multiplication forms a commutative ring with a unit element and with no zero
divisors—an integral domain. If f and g are nonzero polynomials in P, then

deg (fg) = (deg f)(deg g).
— >
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Notation

We identify the scalar a, € K with the polynomial
ag="(...,0,a)

We also choose a symbol, say ¢, to denote the polynomial
t=(..,0,1,0)

We call the symbol ¢ an indeterminant. Multiplying ¢ with itself, we obtain
£=(..,0,1,0,0), £=(..,0,1,0,0,0),

Thus, the above polynomial f can be written uniquely in the usual form
f=at"+ - +at+a

When the symbol ¢ is selected as the indeterminant, the ring of polynomials over K is denoted by
K[t

and a polynomial fis frequently denoted by f(¢).
We also view the field K as a subset of K[¢] under the above identification. This is possible because the
operations of addition and multiplication of elements of K are preserved under this identification:

(...,O, a0)+(..., 0, bo) :(, 0, a0+b0)
(..., 0, ao)'(..., 0, bo) = (, 0, aobo)
We remark that the nonzero elements of K are the units of the ring K[t].
We also remark that every nonzero polynomial is an associate of a unique monic polynomial. Hence, if

d and d’ are monic polynomials for which d divides d’ and d’ divides d, then d = d’. (A polynomial g
divides a polynomial f if there is a polynomial 4 such that f = hg.)

C.3 Divisibility

The following theorem formalizes the process known as ‘‘long division.”

THEOREM C.2  (Division Algorithm): Let f and g be polynomials over a field K with g # 0. Then
there exist polynomials ¢ and » such that

f=ag+r
where either » = 0 or deg r < deg g.
Proof: If f = 0 or if deg / < deg g, then we have the required representation
f=0g+f
Now suppose deg f > deg g, say
f=a,t"+ - +at+a, and g=0>0,"+---+bit+b

where a,, b,, # 0 and n > m. We form the polynomial

fi=f -3t (1)

m

Then deg f; < deg f. By induction, there exist polynomials ¢, and r such that
h=ag+r
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where either » = 0 or deg r < deg g. Substituting this into (1) and solving for f,

/= <q1 +Z—”t”’")g +r

m

which is the desired representation.

THEOREM C.3:  The ring K[f] of polynomials over a field K is a principal ideal ring. If / is an ideal in
K[t], then there exists a unique monic polynomial d that generates /, such that d
divides every polynomial f € /.

Proof. Let d be a polynomial of lowest degree in /. Because we can multiply d by a nonzero scalar and
still remain in /, we can assume without loss in generality that d is a monic polynomial. Now suppose
f € 1. By Theorem C.2 there exist polynomials ¢ and 7 such that

f = qd + r where either r = 0 or deg r < deg d

Now f, d € I implies qd € I, and hence, r = f — gd € I. But d is a polynomial of lowest degree in /.
Accordingly, » = 0 and f/ = gd; that is, d divides f. It remains to show that d is unique. If &’ is another
monic polynomial that generates 7, then d divides d' and d’ divides d. This implies that d = d’, because d
and d’ are monic. Thus, the theorem is proved.

THEOREM C.4: Let f and g be nonzero polynomials in K[f|]. Then there exists a unique monic
polynomial d such that
(i) d divides fand g; and (ii) d’ divides f and g, then d’ divides d.

DEFINITION: The above polynomial d is called the greatest common divisor of fand g. If d =1,
then f'and g are said to be relatively prime.

Proof of Theorem C.4. The set [ = {mf + ng|m,n € K|t]} is an ideal. Let d be the monic polynomial
that generates 1. Note f', g € I; hence, d divides fand g. Now suppose d’ divides fand g. Let J be the ideal
generated by d’. Then f', g € J, and hence, I C J. Accordingly, d € J and so d’ divides d as claimed. It
remains to show that d is unique. If d, is another (monic) greatest common divisor of f and g, then d
divides d; and d, divides d. This implies that d = d; because d and d, are monic. Thus, the theorem is
proved.

COROLLARY C.5: Let d be the greatest common divisor of the polynomials f'and g. Then there exist
polynomials m and » such that d = mf 4 ng. In particular, if f'and g are relatively

prime, then there exist polynomials m and »n such that mf + ng = 1.

The corollary follows directly from the fact that d generates the ideal
I ={mf +ng|m, n€Klt]}

C.4 Factorization

A polynomial p € K[t] of positive degree is said to be irreducible if p = fg implies f or g is a scalar.

LEMMA C.6: Suppose p € K[t] is irreducible. If p divides the product fg of polynomials f,g € K[t],
then p divides f or p divides g. More generally, if p divides the product of n
polynomials f, f; .. .f,, then p divides one of them.

Proof. Suppose p divides fg but not f. Because p is irreducible, the polynomials f and p must then be
relatively prime. Thus, there exist polynomials m, n € K[f| such that mf + np = 1. Multiplying this
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equation by g, we obtain mfg + npg = g. But p divides fg and so mfg, and p divides npg; hence, p divides
the sum g = mfg + npg.

Now suppose p divides f, f; - - - f,,. If p divides f|, then we are through. If not, then by the above result p
divides the product f, - - - f,. By induction on #, p divides one of the polynomials f,, ... f,. Thus, the
lemma is proved.

THEOREM C.7:  (Unique Factorization Theorem) Let f'be a nonzero polynomial in K[f]. Then f can
be written uniquely (except for order) as a product

S =kp\py--p,

where k € K and the p; are monic irreducible polynomials in K[].

Proof: We prove the existence of such a product first. If fis irreducible or if f € K, then such a product
clearly exists. On the other hand, suppose f = gh where fand g are nonscalars. Then g and % have degrees
less than that of f. By induction, we can assume

g=kgg g and h=rkhh, - h
where &y, k; € K and the g; and 4; are monic irreducible polynomials. Accordingly,
f=(kiky)g1&s -~ grkihy - - by

is our desired representation.
We next prove uniqueness (except for order) of such a product for f. Suppose

f=kowy-p=Kaqqy---q,

where k, X' € K and the py, ..., p,, q; ..., q, are monic irreducible polynomials. Now p; divides
K'gq,---q,. Because p, is irreducible, it must divide one of the ¢; by the above lemma. Say p, divides ¢;.
Because p; and ¢, are both irreducible and monic, p; = ¢g,. Accordingly,

kpy---p,=kq,---q,

By induction, we have that n = m and p, = q,, ..., p, = q,, for some rearrangement of the ¢g;. We also
have that k£ = k. Thus, the theorem is proved.

If the field K is the complex field C, then we have the following result that is known as the
fundamental theorem of algebra; its proof lies beyond the scope of this text.

THEOREM C.8: (Fundamental Theorem of Algebra) Let f(¢) be a nonzero polynomial over the
complex field C. Then f(¢) can be written uniquely (except for order) as a product

J(O) = k(t =r)(t=rp) - (1 —1,)

where k, r; € C—as a product of linear polynomials.
In the case of the real field R we have the following result.

THEOREM C.9: Let f(¢) be a nonzero polynomial over the real field R. Then f(¢) can be written
uniquely (except for order) as a product

J (@) = kpy(O)pa(2) - - Py 1)

where & € R and the p,(¢) are monic irreducible polynomials of degree one or two.



APPENDIX D

Odds and Ends

D.1 Introduction

This appendix discusses various topics, such as equivalence relations, determinants and block matrices,
and the generalized MP (Moore—Penrose) inverse.

D.2 Relations and Equivalence Relations

A binary relation or simply relation R from a set 4 to a set B assigns to each ordered pair (a, b) € 4 x B
exactly one of the following statements:

(1) “‘a is related to b,”” written a R b, (i1) “‘a is not related to b’ written a R b.
A relation from a set 4 to the same set A4 is called a relation on 4.

Observe that any relation R from 4 to B uniquely defines a subset R of 4 x B as follows:

R ={(a,b)|aRb}
Conversely, any subset R of 4 x B defines a relation from 4 to B as follows:

a R b if and only if (a, b) € R
In view of the above correspondence between relations from 4 to B and subsets of 4 x B, we redefine a
relation from 4 to B as follows:

DEFINITION D.1: A relation R from A to B is a subset of 4 x B.

Equivalence Relations

Consider a nonempty set S. A relation R on S is called an equivalence relation if R is reflexive,
symmetric, and transitive; that is, if R satisfied the following three axioms:

[Eq] (Reflexivity) Every a € A4 is related to itself. That is, for every a € 4, a R a.

[E2] (Symmetry) If a is related to b, then b is related to a. That is, if a R b, then b R a.

[E3] (Transitivity) If a is related to b and b is related to ¢, then a is related to ¢. That is,
ifaRband b R ¢, then a R c.

The general idea behind an equivalence relation is that it is a classification of objects that are in some way
“‘alike.”” Clearly, the relation of equality is an equivalence relation. For this reason, one frequently uses ~
or = to denote an equivalence relation.

EXAMPLE D.1

(a) In Euclidean geometry, similarity of triangles is an equivalence relation. Specifically, suppose o, 5,y are
triangles. Then (i) « is similar to itself. (ii). If o is similar to f3, then f is similar to . (iii) If « is similar to § and 8
is similar to y, then « is similar to 7.

— >
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(b) The relation C of set inclusion is not an equivalence relation. It is reflexive and transitive, but it is not symmetric
because 4 C B does not imply B C 4.

Equivalence Relations and Partitions

Let S be a nonempty set. Recall first that a partition P of S is a subdivision of S into nonempty,
nonoverlapping subsets; that is, a collection P = {Aj} of nonempty subsets of S such that (i) Eacha € §
belong to one of the 4, (ii) The sets {4;} are mutually disjoint.

The subsets in a partition P are called cells. Thus, each a € S belongs to exactly one of the cells. Also,
any element b € 4; is called a representative of the cell 4;, and a subset B of S is called a system of
representatives if B contains exactly one element in each of the cells in {4;}.

Now suppose R is an equivalence relation on the nonempty set S. For each a € S, the equivalence class
of a, denoted by [«], is the set of elements of S to which a is related:

[a] = {x|aRx}.
The collection of equivalence classes, denoted by S/R, is called the quotient of S by R:
S/R={ld]|a € 5}
The fundamental property of an equivalence relation and its quotient set is contained in the following

theorem:

THEOREM D.1:  Let R be an equivalence relation on a nonempty set S. Then the quotient set S/R is a
partition of S.

EXAMPLE D.2 Let = be the relation on the set Z of integers defined by
x = y(mod 5)

which reads ‘“x is congruent to y modulus 5°” and which means that the difference x — y is divisible by 5.
Then = is an equivalence relation on Z.
Then there are exactly five equivalence classes in the quotient set Z/ = as follows:

Ay =1.. —10 ~5,0,5,10,...}
Al_{ —4,1,6,11, ...}
A, =1{.. ~3,2,7,12, ..}
Ay =1{.. ~2,3,8,13, ..}
A4_{. 6 —1,4,9,14, ..}

Note that any integer x, which can be expressed uniquely in the form x = 5¢ + 7 where 0 <r < 5,1is a
member of the equivalence class A4, where r is the remainder. As expected, the equivalence classes are
disjoint and their union is Z:

Z :AO UAI UAz UA3 UA4
This quotient set Z/ =, called the integers modulo 5, is denoted
Z/5Z orsimply Zs.

Usually one chooses {0, 1, 2, 3, 4} or {—2, —1, 0, 1, 2} as a system of representatives of the equiva-
lence classes.
Analagously, for any positive integer m, there exists the congruence relation = defined by

x = y(modm)

and the quotient set Z/ = is called the integers modulo m.
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D.3 Determinants and Block Matrices

Recall first:

THEOREM 8.12:  Suppose M is an upper (lower) triangular block matrix with diagonal blocks
Aj, Ay, ..., A,. Then det(M) = det(4;) det(4,) . .. det(4,).

Accordingly, if M = {A where 4 is » x r and D is s x 5. Then det(M) = det(A4) det(D).

B
0 D
A

c D
is s X 5. Then det(M) = det(4) det(D — CA~'B)

I OHA B

THEOREM D.2:  Consider the block matrix M = [ where 4 is nonsingular, 4 is » x  and D

Proof: Follows from the fact that M = {CAI 1o D—ca'p

} and the above result.

D.4 Full Rank Factorization

A matrix B is said to have full row rank r if B has r rows that are linearly independent, and a matrix C is
said to have full column rank r if C has r columns that are linearly independent.

DEFINITION D.2: Let 4 be a m x n matrix of rank ». Then 4 is said to have the full rank factorization
A=BC
where B has full-column rank » and C has full-row rank r.

THEOREM D.3:  Every matrix 4 with rank » > 0 has a full rank factorization.

There are many full rank factorizations of a matrix 4. Fig. D-1 gives an algorithm to find one such
factorization.

Algorithm D-1: The input is a matrix 4 of rank » > 0. The output is a full rank factorization of A4.

Step 1. Find the row cannonical form M of A.

Step 2. Let B be the matrix whose columns are the columns of 4 corresponding to the columns of M
with pivots.

Step 3. Let C be the matrix whose rows are the nonzero rows of M.

Then A = BC is a full rank factorization of 4.

Figure D-1

1 1 -1 2 1 10
EXAMPLE D.3 LetA4 = 2 2 -1 3| whereM = |0 0 1 —1/ isthe row cannonical form of 4.
We set -1 -1 2 =3 0 0 O
1 -1
B = 2 -1 and C = 1o !
1 5 0 0 1 -1

Then 4 = BC is a full rank factorization of A4.
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D.5 Generalized (Moore—Penrose) Inverse

Here we assume that the field of scalars is the complex field C where the matrix 4" is the conjugate
transpose of a matrix A. [If 4 is a real matrix, then 4" = 4T ]

DEFINITION D.3: Let A be an m x n matrix over C. A matrix, denoted by 4™, is called the
pseudoinverse or Morre—Penrose inverse or MP-inverse of A if A satisfies the
following four equations:

[MP1] AXA =4, [MP3](4X)"= AX,
[MP2] XAX =X, [MP4] (X4)"'= x4,
Clearly, A" is an n x m matrix. Also, 4t = A~ if 4 is nonsingular.
LEMMA D.4: A" is unique (when it exists).
Proof. Suppose X and Y satisfy the four MP equations. Then
AY = (AY)'= (4xAY)'= (A7) (UX)"'= AYAX = (AYA)X = 4X

The first and fourth equations use [MP3], and the second and last equations use [MP1]. Similarly,
YA = XA (which uses [MP4] and [MP1]). Then,

Y=YAY = (YA)Y = (XA)Y =X(4Y)=X(4X) =X
where the first equation uses [MP2].

LEMMA D.5: AT exists for any matrix 4.
Fig. D-2 gives an algorithm that finds an MP-inverse for any matrix 4.

Algorithm D-2. Input is an m X n matrix 4 over C or rank . Output is 4™.
Ay Ay

21 A
r X r block. [Here P and Q are the products of elementary matrices corresponding to the
interchanges of the rows and columns.]

Step 2. Set B = [j“] and C = [I,, Aj'A},] where I, is the 7 x r identity matrix.
21

Step 3. Set A™ = Q[CH(CCH)”(BHB)‘IB“}P.

Step 1. Interchange rows and columns of 4 so that PAQ = { ] where A, is a nonsingular

Figure D-2
Combining the above two lemmas we obtain:

THEOREM D.6: Every matrix 4 over C has a unique Moore-Penrose matrix 4.
There are special cases when A has full-row rank or full-column rank.

THEOREM D.7: Let 4 be a matrix over C.
(@) If A has full column rank (columns are linearly independent), then
At = (494) 7" 4H,
(b) If 4 has full row rank (rows are linearly independent), then A+ = AM(44") "

THEOREM D.8: Let 4 be a matrix over C. Suppose 4 = BC is a full rank factorization of 4. Then
AT =Bt = cM(cc") ! (B"B) ' BY
Moreover, AA* = BB and A4 = C'C.
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EXAMPLE D.4 Consider the full rank factorization 4 = BC in Example D.1; that is,

o1 -1 2 11
A= 2 2 1 3|= 2—1[(1)(1)?_”:%
11 2 -3 12
Then
21
Hfl_l 2 1 Hfl_l 2 1 H 71_i 6 5 H fl_i 1 7 4
(cct) _5{1 3]’C(CC) =511 3| BB =1i|s 6| BEB) =171 4 7
12

Accordingly, the following is the Moore—Penrose inverse of A4:

1 18 15
1|1 18 15
T55|1-2 19 25

3 -1 —10

A+

D.6 Least-Square Solution

Consider a system AX = B of linear equations. A least-square solution of AX = B is the vector of
smallest Euclidean norm that minimizes ||4X — B||,. That vector is

X =A"B
[In case 4 is invertible, so 4T = 4!, then X = 4~!B, which is the unique solution of the system.]
EXAMPLE D.5 Consider the following system AX = B of linear equations:

x+y—z+2t=1
2x+2y—z+3t=3
—x—y+2z-3t=2

Then, using Example D.4,

1 18 15
b= ! 1| 1 18 15
A= 2 2 -1 3, B=|3]|, A4"=—
1 —1 )’ 3 2 551 -2 19 25
3 -1 -10
Accordingly,

X = A*B = (1/55)[85, 85, 105, —20]" = [17/11, 17/11, 21/11, —4/11]"

is the vector of smallest Euclidean norm which minimizes ||[4X — B||,.



4 = a;], matrix, 27
A = [a;], conjugate matrix, 38
|4|, determinant, 264, 268

A*, adjoint, 377

A, conjugate transpose, 38

AT, transpose, 33

A", Moore—Penrose inverse, 418
Ay minor, 269

A(I,J), minor, 273

A(V), linear operators, 174

adj A, adjoint (classical), 271

A ~ B, row equivalence, 72

A ~ B, congruence, 360

C, complex numbers, 11

C", complex n-space, 13

Cla, b], continuous functions, 228
C(f), companion matrix, 304

colsp (4), column space, 120

d(u, v), distance, 5, 241

diag(ay,- - -, a,,), diagonal matrix, 35
diag(4,,,...,4,,), block diagonal, 40
det(4), determinant, 268

dim V', dimension, 124

{ei,...,e,}, usual basis, 125

E,, projections, 384

f : A — B, mapping, 164

F(X), function space, 114

G o F, composition, 173

Hom(V, U), homomorphisms, 174
ij k9

1,, identity matrix, 33

Im F, image, 169

J(A), Jordan block, 329

K, field of scalars, 112

Ker F, kernel, 169

m(t), minimal polynomial, 303

M,, ,,m X n matrices, 114

LIST OF SYMBOLS

n-space, 5, 13, 227, 240

P(#), polynomials, 114

P, (), polynomials, 114

proj(u, v), projection, 6, 234
proj(u, V), projection, 235

Q, rational numbers, 11

R, real numbers, 1

R”, real n-space, 2

rowsp (4), row-space, 120

S+, orthogonal complement, 231
sgn g, sign, parity, 267
span(S), linear span, 119

tr(4), trace, 33

[T], matrix representation, 195
T*, adjoint, 377

T-invariant, 327

T', transpose, 351

llul, norm, 5, 13, 227, 241
[u]g, coordinate vector, 130

u - v, dot product, 4, 13

(u, v), inner product, 226, 238
u X v, cross product, 10

u ® v, tensor product, 396

u A v, exterior product, 401

u & v, direct sum, 129, 327

V =~ U, isomorphism, 132, 169
V ® W, tensor product, 396
V*, dual space, 349

V** second dual space, 350
NV, exterior product, 401
W9, annihilator, 351

z, complex conjugate, 12
Z(v,T), T-cyclic subspace, 330
5,]-, Kronecker delta, 37

A(t), characteristic polynomial, 294
4, eigenvalue, 296

>, summation symbol, 29
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Absolute value (complex), 12
Abelian group, 403
Adjoint, classical, 271

operator, 377, 384
Algebraic multiplicity, 298
Alternating mappings, 276, 360, 399
Angle between vectors, 6, 230
Annihilator, 330, 351, 354
Associate, 406
Associated homogeneous system, 83
Associative, 174, 403
Augmented matrix, 59

B
Back-substitution, 63, 65, 67
Basis, 82, 124, 139
change of, 199, 211
dual, 350, 352
orthogonal, 243
orthonormal, 243
second dual, 367
standard, 125
usual, 125
Basis-finding algorithm, 127
Bessel inequality, 264
Bijective mapping, 166
Bilinear form, 359, 396
alternating, 276
matrix representation of, 360
polar form of, 363
real symmetric, 363
symmetric, 361
Bilinear mapping, 359, 396
Block matrix, 39, 50
determinants, 417
Jordan, 344
square, 40
Bounded, 156

C
Cancellation law, 113
Canonical forms, 205, 325
Jordan, 329, 336
rational, 331
row, 74
triangular, 325
Casting-out algorithm, 128
Cauchy—Schwarz inequality, 5, 229, 240

Cayley—Hamilton theorem, 294, 308
Cells, 39, 415
Change of basis, 199, 211
Change-of-basis (transition) matrix, 199
Change-of-coordinate matrix, 221
Characteristic polynomial, 294, 305

value, 296
Classical adjoint, 271
Coefficient, 57, 58, 411

Fourier, 233, 244

matrix, 59
Cofactor, 269
Column, 27

matrix, 27

operations, 89

space, 120

vector, 3
Colsp(A), column space, 126
Commutative law, 403

group, 113
Commuting (diagram), 396
Companion matrix, 304
Complement, orthogonal, 242
Complementary minor, 273
Completing the square, 393
Complex:

conjugate, 13

inner product, 239

matrix, 38, 49

n-space, 13

numbers, 1, 11, 13

plane, 12
Complexity, 88
Components, 2
Composition of mappings, 165
Congruent matrices, 360

diagonalization, 61
Conjugate:

complex, 12

linearity, 239

matrix, 38

symmetric, 239
Consistent system, 59
Constant term, 57, 58
Convex set, 193
Coordinates, 2, 130

vector, 130
Coset, 182, 332, 403
Cramer’s rule, 272
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Cross product, 10

Curves, 8

Cyclic subspaces, 330, 342
group, 408

D
5”, Kronecker delta function, 33
Decomposable, 327
Decomposition:

direct-sum, 129

primary, 238
Degenerate, 360

bilinear form, 360

linear equations, 59
Dependence, linear, 133
Derivative, 168
Determinant, 63, 264, 267

computation of, 66, 270

linear operator, 275

order, 3, 266
Diagonal, 32

blocks, 40

matrix, 35, 47

quadratic form, 302
Diagonal (of a matrix), 10
Diagonalizable, 203, 292, 296
Diagonalization:

algorithm, 299

in inner product space, 382
Dimension of solution spaces, 82
Dimension of vector spaces, 82, 139

finite, 124

infinite, 124

subspaces, 126
Direct sum, 129, 327

decomposition, 327
Directed line segment, 7
Distance, 5, 241
Divides, 412
Division algorithm, 412
Domain, 164, 406
Dot product, 4
Dual:

basis, 350, 352

space, 349, 352

E
Echelon:

form, 65, 72

matrices, 70
Eigenline, 296
Eigenspace, 299
Eigenvalue, 296, 298, 312
Eigenvector, 296, 298, 312
Elementary divisors, 331
Elementary matrix, 84
Elementary operations, 61

column, 86

row, 72, 120

Index

Elimination, Gaussian, 67
Empty set, 0, 112
Equal:

functions, 164

matrices, 27

vectors, 2
Equations (See Linear equations)
Equivalence:

classes, 416

matrix, 87

relation, 73, 415

row, 72
Equivalent systems, 61
Euclidean n-space, 5, 228
Exterior product, 401

F
Field of scalars, 11, 406
Finite dimension, 124
Form:
bilinear, 359
linear, 349
quadratic, 363
Forward elimination 63, 67, 73
Fourier coefficient, 81, 233
series, 233
Free variable, 65, 66
Full rank, 41
factorization, 417
Function, 154
space F(X), 114
Functional, linear, 349
Fundamental Theorem of Algebra, 414

G

Gaussian elimination, 61, 67, 73
Gaussian integer, 409

Gauss—Jordan algorithm, 74

General solution, 58

Geometric multiplicity, 298
Gram—Schmidt orthogonalization, 235
Graph, 164

Greatest common divisor, 413

Group, 113, 403

H
Hermitian:

form, 364

matrix, 38, 49

quadratic form, 364
Hilbert space, 229
Homogeneous system, 58, 81
Homomorphism, 173, 404, 407
Hom(V, U), 173
Hyperplane, 7, 358

I
i, imaginary, 12
Ideal, 405
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Identity:
mapping, 166, 168
matrix, 33
ijk notation, 9
Image, 164, 169, 170
Imaginary part, 12
Im F, image, 169
Im z, imaginary part, 12
Inclusion mapping, 190
Inconsistent systems, 59
Independence, linear, 133
Index, 30
Index of nilpotency, 328
Inertia, Law of, 364
Infinite dimension, 124
Infinity-norm, 241
Injective mapping, 166
Inner product, 4
complex, 239
Inner product spaces, 226
linear operators on, 377
Integral, 168
domain, 406
Invariance, 224
Invariant subspaces, 224, 326, 332
direct-sum, 327
Inverse image, 164
Inverse mapping, 164
Inverse matrix, 34, 46, 85
computing, 85
inversion, 267
Invertible:
matrices, 34, 46
Irreducible, 406
Isometry, 381
Isomorphic vector spaces, 169, 404

J
Jordan:
block, 304
canonical form, 329, 336

K
Ker F, kernel, 169
Kernel, 169, 170

Kronecker delta function ¢;;, 33

i
L
I,-space, 229
Laplace expansion, 270
Law of inertia, 363
Leading:
coefficient, 60
nonzero element, 70
unknown, 60
Least square solution, 419
Legendre polynomial, 237
Length, 5, 227
Limits (summation), 30
Line, 8, 192

Linear:

— @

combination, 3, 29, 60, 79, 115

dependence, 121
form, 349
functional, 349
independence, 121
span, 119

Linear equation, 57
Linear equations (system), 58

consistent, 59
echelon form, 65
triangular form, 64

image, 164, 169
kernel, 169
nullity, 171
rank, 171

Linear operator:

adjoint, 377
characteristic polynomial,
determinant, 275

Linear mapping (function), 164, 167

304

on inner product spaces, 377

invertible, 175
matrix representation, 195

M
M,, »,, matrix vector space, 114
Mappings (maps), 164

bilinear, 359, 396
composition of, 165
linear, 167

matrix, 168

Matrices:

congruent, 360
equivalent, 87
similar, 203

Matrix, 27

augmented, 59
change-of-basis, 199
coefficient, 59
companion, 304
diagonal, 35
echelon, 65, 70
elementary, 84
equivalence, 87
Hermitian, 38, 49
identity, 33
invertible, 34
nonsingular, 34
normal, 38
orthogonal, 237
positive definite, 238
rank, 72, 87

space, M,,, ,, 114
square root, 296
triangular, 36

Linear transformation (See linear mappings), 167
Located vectors, 7
LU decomposition, 87, 104
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Matrix mapping, 165
Matrix multiplication, 30

Matrix representation, 195, 238, 360

adjoint operator, 377, 384
bilinear form, 359
change of basis, 199
linear mapping, 195
Metric space, 241
Minimal polynomial, 303, 305
Minkowski’s inequality, 5
Minor, 269, 273
principle, 273
Module, 407
Monic polynomial 303, 411
Moore—Penrose inverse, 418
Multilinearity, 276, 399
Multiplicity, 298
Multiplier, 67, 73, 87

N
n-linear, 276
n-space, 2

complex, 13

real, 2
Natural mapping, 351
New basis, 199
Nilpotent, 328, 336
Nonnegative semideflnite, 226
Nonsingular, 112

linear maps, 172

matrices, 34
Norm, 5, 227, 241
Normal, 7

matrix, 38

operator, 380, 383
Normalized, 227
Normalizing, 5, 227, 233
Normed vector space, 241
Nullity, 171
nullsp(4), 170
Null space, 170

(0]

OId basis, 199

One-norm, 241

One-to-one:
correspondence, 166
mapping, 166

Onto mapping (function), 166

Operators (See Linear operators)

Order, n:
determinant, 264
of a group, 408

Orthogonal, 4, 37, 80
basis, 231
complement, 231
matrix, 237
operator, 380
projection, 384
substitution, 302

Orthogonalization, Gram—Schmidt, 235
Orthogonally equivalent, 381
Orthonormal, 233

Outer product, 10

P
Parameter, 64
form, 65
Particular solution, 58
Partition, 416
Permutations, 8, 267
Perpendicular, 4
Pivot, 67, 71
row reduction, 94
variables, 65
Pivoting (row reduction), 94
Polar form, 363
Polynomial, 411
characteristic, 294, 305
minimum, 303
space, P, (1), 114
Positive definite, 226
matrices, 238
operators, 336, 382
Positive operators, 226
square root, 391
Primary decomposition theorem,
328
Prime ideal, 410
Principle ideal ring, 406
Principle minor, 273
Product:
exterior, 401
inner, 4
tensor, 396
Projections, 167, 234, 344, 384
orthogonal, 384
Proper value, 296
vector, 296
Pythagorean theorem, 233

Q
Q, rational numbers, 11
Quadratic form, 301, 315, 363
Quotient

group, 403

ring, 406

spaces, 332, 416

R
R, real numbers, 1, 12
R”, real n-space, 2
Range, 164, 169
Rank, 72, 87, 126, 171, 364
Rational:
canonical form, 331
numbers, Q, 11
Real:
numbers, R, 1
part (complex number), 12

Index
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Real symmetric bilinear form, 363
Reduce, 73
Relation, 415
Representatives, 416
Restriction mapping, 192
Right-handed system, 11
Right inverse, 189
Ring, 405
quotient, 406
Root, 293
Rotation, 169
Row, 27
canonical form, 72
equivalence, 72
operations, 72
rank, 72
reduce, 73
reduced echelon form, 73
space, 120

S
S,, symmetric group, 267, 404
Scalar, 1, 12
matrix, 33
multiplication, 33
product, 27
Scaling factor, 296
Schwarz inequality, 5, 229, 240
(See Cauchy—Schwarz inequality)
Second dual space, 350
Self-adjoint operator, 380
Sign of permutation, 267
Signature, 364
Similar, 203, 224
Similarity transformation, 203
Singular, 172
Size (matrix), 27
Skew-adjoint operator, 380
Skew-Hermitian, 38
Skew-symmetric, 360
matrix, 36, 48
Solution, (linear equations), 57
zero, 121
Spatial vectors, 9
Span, 116
Spanning sets, 116
Spectral theorem, 383
Square:
matrix, 32, 44
system of linear equations, 58, 72
Square root of a matrix, 391
Standard:
basis, 125
form, 57, 399
inner product, 228
Subdiagonal, 304
Subgroup, 403
Subset, 112
Subspace, 117, 133
Sum of vector spaces, 129

— ™

Summation symbol, 29
Superdiagonal, 304
Surjective map, 166
Sylvester’s theorem, 364
Symmetric:

bilinear form, 361

matrices, 4, 36
Systems of linear equations, 58

T
Tangent vector, T(?), 9
Target set, 164
Tensor product, 396
Time complexity, 88
Top-down, 73
Trace, 33
Transformation (linear), 167
Transition matrix, 199
Transpose:
linear functional (dual space), 351
matrix, 32
Triangle inequality, 230
Triangular form, 64
Triangular matrix, 36, 47
block, 40
Triple product, 11
Two-norm, 241

U

Unique factorization domain, 406, 414

Unit vector, 5, 227
matrix, 33
Unitary, 38, 49, 380

Universal mapping principle (UMP), 396

Usual:
basis, 125
inner product, 228

A%
Vandermonde determinant, 290
Variable, free, 65
Vector, 2
coordinates, 130
located, 7
product, 10
spatial, 9
Vector space, 112, 226
basis, 124
dimension, 124
Volume, 274

w
Wedge (exterior) product, 401

Z

Z, integers, 406

Zero:
mapping, 128, 168, 173
matrix, 27
polynomial, 411
solution, 121
vector, 2
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